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Chapter 1  
Reconstruction of Element 
Distributions in Neutron Activated 
Inhomogeneous Large Samples,  
Introduction 

The aim of the work described in this thesis is the development of a 
reconstruction method for the determination of spatial element distributions using 
Large-Sample Neutron Activation Analysis. 

For a proper introduction to this field of research, first the principles of 
Neutron Activation Analysis are described. Secondly, Large-Sample Neutron 
Activation Analysis is summarized. This is followed by the scope of the thesis and 
an overview of its contents. 

1.1 Neutron Activation Analysis 

1.1.1 principles 

Neutron Activation Analysis (NAA) is a technique to determine amounts of 
elements in a sample. It is based on the following principle: 

An atomic nucleus exposed to a unity neutron flux of neutrons of energy En 
has an isotope-specific probability per unit time of absorbing a neutron (σ(En)). The 
reaction product may be unstable, i.e. radioactive, and the process is therefore 
called “activation”. In that case, it then decays with a probability of λ per second to 
a stable or another unstable nucleus by emission of isotope specific radiation. This 
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radiation usually involves charged particles (β- or β+) and there is also a probability 

 of emitting gamma rays of a certain, discrete energies.  γ
The activity A [Bq] of a directly produced radionuclide, with decay-constant λ 

[s-1] in an infinitely small sample containing a mass w [g] of a specific element with 
target-isotope abundance θ, neutron-energy En [J] dependent activation cross-
section σ(En) [m2] immediately after irradiation-time tir [s] in neutron-energy 
dependent neutron-flux Φ(En) [m-2s-1J-1] is: 
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with N(t) the number of atoms of the specific radionuclide, NAv Avogadro’s 
number [6.022x1023 mol-1] and M the atomic mass [g/mol]. 

The number of atoms decaying during measurement time tm [s] after waiting 
time td [s] is: 
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If gamma-rays with energy Eγ [J] are emitted with a probability γ(Eγ) per 
decay event and are detected in the  full-energy peak with an energy-dependent 
efficiency ε(Eγ), then Equation 1 and 2 combined give the number of gamma-rays 
detected in the full-energy peak by: 
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with A(Eγ) the area of the detected full energy peak. Equation 3 shows that 
the number of gamma-rays detected in a photo-peak is proportional to the amount 
of that specific element. This is under the assumptions that only the gamma-rays 
of the specified element* contribute to this full-energy peak and the peak area is 
corrected for dead time of the detector.  

                                              
* In fact the gamma rays originate from the radionuclide produced by neutron irradiation 
of the element. In this thesis, both terms radionuclide and element are used, where the 
amount of the element is the parameter of interest and the radionuclide is the source of 
the gamma rays. 
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In standard NAA, Equation 3 is often used, even though in practice, samples 
are not that small: even at sample masses of about 100 mg and dimensions of a 
few mm, the peak area will be influenced by neutron self shielding (the inner 
atoms are shielded from the neutron source by the outer atoms), neutron-flux 
gradients over the sample and self-absorption of gamma rays (photons may be 
absorbed within the sample). Equation 3 needs to be corrected for these effects 
as well as for dead-time of the detector.  

Finally, if the sample is inhomogeneous, then w,  and ε have to be 
considered as a function of position in the sample. This effect of inhomogeneity is 
studied in this thesis for large samples (with volumes ranging from 1 litre to 15 
litres, or 1 to 15 dm³). 

Φ

1.1.2 Origin and optimisation of the technique 

Activation of elements by bombardment with neutrons was discovered by 
Fermi in 1934 [1] and soon thereafter (1936) applied by De Hevesy as an analysis 
technique [2], nowadays known as Neutron Activation Analysis. From the 
beginning this technique was considered very powerful due to its matrix 
insensitivity and element-specific response. 

At first Ra-Be mixtures were used as neutron source, but with the 
development of the nuclear reactor, a powerful neutron source has become 
available [3], yielding substantially larger neutron fluxes and hence allowing for the 
determination of lower concentrations or the analysis of smaller samples.  

For detection, first the Geiger-Müller counter was used for counting both β- 
and γ-rays, without energy resolution, so elements were identified based on half-
lives and chemical separations performed after the irradiation. This is called 
Radiochemical NAA (RNAA). 

The development of NaI scintillation detectors introduced the possibility of 
measuring a gamma-ray spectrum with an energy resolution of some 4 % at 
1 MeV, which was improved when Ge(Li) semiconductor material was used for 
detection [4] with a resolution of some 0.1 % at 1 MeV at present. The introduction 
of the gamma-ray detectors with energy resolution allowed for analyses without 
chemical separation, i.e. Instrumental NAA (INAA). 

In the following decades, NAA gained importance as an analysis technique. 
Though in the last two decades the share in trace-element analyses is declining 
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due to competing non-nuclear analysis techniques, for some special cases 
activation analysis still offers unique capabilities. The high penetration power of 
both neutrons and gammas is exploited in Large-Sample Neutron Activation 
Analysis (LS-NAA), that was developed at the Interfaculty Reactor Institute [5]. 
Further development of this technique is the subject of this thesis. 

 
Nowadays, NAA of normal-size samples (up to a few grams) is a mature 

technique that can be used in routine applications. It is known as (1) highly 
accurate, (2) matrix independent (3) multi-element (4) with low detection limits for 
some elements; i.e. varying between 0.0006 and 10 mg/kg for 40 elements [6]. In 
Table 1 (from [7]), a qualitative comparison of some analysis techniques applied in 
petroleum analysis is given, which shows that INAA approximates the ideal 
analysis technique in many respects. 

Still, some challenges remain. One of them affects all currently available 
analysis techniques: the problem of representativeness of the sample when 
dealing with inhomogeneous bulk material. 

One way to overcome this problem is to analyse large samples. Most 
techniques do not allow for large samples (kg level) because the activating signal 
or the response (or both) cannot penetrate samples of that size, or the technique 
is destructive and cannot handle such large amounts. 

NAA, though, has highly penetrating neutrons as incoming signal and highly 
penetrating gamma-rays as signal to be detected. This makes NAA (in principle) a 

Criteria Ideal AAS ICPAES ICPM S NAA SSM S XRF IC
Sensitivity ++ + ++ ++ ++ ++ + +
Dynam ic Range ++ - ++ ++ ++ - ++ ++
Precision ++ ++ + + ++ -- + +
In terferences +++ + ++ ++ + -- + +
Sam ple Preparation ++ + + + ++ + +
Price low x 5x 10x

-
2x 5x 10x x

Applications ++ ++ ++ - + - ++ -
Elem ents +++ ++ ++ ++ ++ +++ + -
M ultielem ents + - + + + + +
Turnaround +++ ++ ++ ++

+
+/- - ++ ++

Nondestructive + - - - + - + -
 

Table 1 From R.A. Nadkarni [7] p 48, table 16: How close do available methods 
approach the “ideal method” for petroleum analysis? The price assumes that the 
equipment (like a nuclear reactor for NAA) is readily available. 
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suitable technique for the analysis of such large samples. 
The only competing technique is Photon Activation Analysis (PAA) [8], due to 

high penetration depth of the activating energetic photons (20-150 MeV). In PAA, 
the number of detectable elements is more limited than in INAA, because the 
achievable activation rates tend to be substantially smaller than in NAA. PAA has 
not been as widely used as NAA mainly due to the limited availability of suitable 
photon sources [9]. 

LS-INAA requires special facilities for activation as well as for detection. At 
the Interfaculty Reactor Institute, both have been developed. 

1.2 LS-NAA 

1.2.1 Facilities 

Large Samples up to 13 dm³ can be handled with current facilities. Samples 
are activated in the BISNIS facility of the Interfaculty Reactor Institute. A cross-
section diagram of that facility is shown in Figure 1. 

The sample is placed in an irradiation container that can contain samples 
up to 100 cm length and 13 cm diameter. The sample can be rotated during 
irradiation. The sample is surrounded by neutron flux monitors positioned in a 
fixed grid, as drawn in Figure 1. The empty space in the container is filled with 
graphite to have a well defined medium for the neutron transport calculations. 

The measurement facility is shown in Figure 2. The detector is surrounded 
by a 10-cm lead shielding. The sample-to-detector distance is 20 cm, which is 
large as compared to typical NAA counting geometries, to prevent true coincidence 
summing effects, and also to reduce inaccuracy due to inhomogeneity. Inaccuracy 
due to inhomogeneity can be further suppressed by rotating the sample during 
irradiation and measurement. 

1.2.2 Methods 

In LS-NAA it is assumed that inhomogeneity of the sample does not 
influence the analysis significantly. Now, Equation 3 can still be used with the 
addition of corrections for neutron self-shielding and for the position-dependent 
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gamma-ray detection efficiency due to self-attenuation of the sample and distance 
to the detector. Since at the irradiation position the ratio of thermal over non-
thermal neutrons is 250, the neutrons can be considered to be thermalised (a 
Maxwellian distribution with a maximum at room temperature of 0.025 eV) and 
the integral over the neutron energy can be approached by a constant for the 
neutron flux Φth and activation cross section σth, because in the thermal column: 

 )(
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The gamma radiation emitted by the sample is measured before irradiation 
to determine the initially present radioactivity. Next A 152Eu point source is placed 
behind a pinhole collimator for a transmission measurement to determine the 
attenuation coefficients for gamma-rays in the sample. 

cross-section of the thermal
column
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Figure 1 Cross section of the BISNIS irradiation facility for large samples at the 
Interfaculty Reactor Institute. Before irradiation, the nitrogen/water boxes are 
filled with nitrogen to enlarge the neutron flux in the facility. The neutrons in the 
irradiation tube are completely thermalised after the 1.4m carbon layer. The 
container at the irradiation position is surrounded by 3 mm of water, the bypass 
system serves for the water displacement. For explanation of all terms see [5,10]. 
The left part of the figure shows a sample inside the container, surrounded by Zn 
neutron flux monitors. 

To reactor
core

fluxmonitor

sample

container wall
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The sample is placed in the irradiation container and is surrounded by flux 
monitors, to determine the flux at several positions outside the sample. From the 
flux distribution outside the sample the flux distribution inside the sample can be 
derived, as shown by Overwater [5]. 

After a waiting time, the sample is measured, rotating in front of the 
detector. For the main gamma-ray energies of 152Eu, the Large Sample correction 
factor is determined by a Monte Carlo simulation of a sample activity distribution 
proportional to the neutron flux distribution. For other gamma-ray energies, the 
correction factor is interpolated using a cubic spline. After this correction, the 
analysis proceeds as in normal INAA, as if the sample were infinitely small. 

1.2.3 Limitations on detection limits 

With LS-NAA the maximum sample size has been increased by a factor of at 
least 104: from less than 1 g to about 10 kg. On the other hand, the average 
neutron flux in the BISNIS facility is about a factor of 104 lower than in the facilities 
normally used for INAA. This means that for an equal concentration of an element 

Liquid N2

���
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���
���
���
���
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���
���
���
���
���
���
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Turntable

Sample
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Transmission source
in lead castleV V

H

1.
8 

m

H

collimator

Frontal view of detector

 
Figure 2 Sample measurement system consisting of a detector in a stand, a 
sample rotator and translator and a transmission source stand. 
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in a LS-NAA sample and in an INAA sample the peak area will be the same given 
an equal detection efficiency and other analysis parameters. However, this 
detection efficiency will be lower for LS-NAA due to the larger sample detector 
distance and especially for low-energy gamma-rays due to the self-shielding. This 
means that, everything else remaining the same, the detection limits are 
somewhat higher for LS-NAA than for INAA. Furthermore, elements determined 
with INAA exclusively through very short-lived radionuclides can not be determined 
with LS-NAA, since the LS-NAA irradiation container can only be opened by hand 
and needs some hours decay time before its radioactivity is at a reasonable level 
to be handled by man. 

1.2.4 Limitations on accuracy 

Though LS-NAA has been introduced to analyse inhomogeneous samples, 
still some extreme cases of inhomogeneity may occur that deteriorate the 
accuracy of the results of the measurement, because they affect the 
measurement without being observed and hence without being corrected for. 
Overwater studied some types and geometries of extreme inhomogeneities and 
their error propagation [10]. His study shows that in general inhomogeneities 
affecting the gamma-ray attenuation have larger effects than inhomogeneities 
affecting the neutron attenuation. The largest inaccuracies are found for 
inhomogeneous distributions of the elements to be determined themselves. They 
may cause the analysis results to be off by a factor of 2. Moreover, in cases of 
extreme inhomogeneities, it is questionable whether a correct average over the 
entire sample provides sufficient information. 

1.3 Scope of the dissertation work 

The limitations of LS-NAA mentioned above made clear that extremely 
inhomogeneous large samples required new analysis methods. These methods 
should not only provide a more accurate average result for the element 
concentration, but also information about the nature and degree of inhomogeneity 
of the sample. Therefore, this thesis work was started to develop methods for 
detection and correction for inhomogeneities and Reconstruction of Element 
Distributions in Neutron Activated Inhomogeneous Large Samples: (REDNAILS).  
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With these methods more accurate LS-NAA results can be obtained. Also, 
the element distribution itself can be used for further interpretation. This will be 
discussed in the general discussion of this thesis. 

1.4 Contents of the thesis: Neutron Activation Analysis of 
Inhomogeneous Large Samples 

The method developed is divided in mutually dependent steps 
corresponding to thesis chapters. 

In Chapter 2, the meaning of the terms inhomogeneity and sample 
representativity is discussed. This chapter is introductory to the thesis work and 
gives a basis to the further use of these terms. 

Chapter 3 gives the framework and constraints of the thesis work (the 
design of a method for neutron activation analysis of inhomogeneous large 
samples) and describes the steps in the design of the method that are not part of 
this thesis work. It points to Chapters 4 through 9 for those parts that constitute 
the thesis work.  

Chapter 4 describes the method developed for determination of the source 
position and energy dependent gamma-ray detection-efficiency. This method is 
applied in Chapter 5 for optimisation of the measurement set-up. 

The measurement facility is used in the method described in Chapter 6 for a 
quick determination of the inhomogeneity of the sample. 

Chapter 7 discusses a method for determination of the position and 
gamma-energy dependent gamma-ray attenuation coefficient. 

In Chapter 8 algorithms for reconstruction of the element distribution from 
the measurements are discussed and tested with a few simple samples. This is 
followed by a test with samples of practical interest in Chapter 9. 

The thesis work and its resulting methods as a whole are discussed in 
Chapter 10. 
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Chapter 2  
Sampling, homogeneity and 
representativity 

2.1 Introduction 

In general, when a sample is taken from a larger amount of material, the 
probability of it having exactly the same composition as the larger amount is 
negligible. So, if a sample is to represent exactly the total population it was taken 
from in order to be representative, representative samples in that strict sense do 
not exist. In practice though, representativity is not defined that strict. Often, a 
sample is considered to be representative without any check at all. All this means 
that the degree of inhomogeneity and the degree of representativity are the 
quantities of interest, and that we need quantitative definitions for them. 

In the theoretical discussion in this chapter we assume that the analysis is 
free from any analytical error. A sample is defined as a randomly selected set of 
subsamples from a batch with a random distribution of inhomogeneities in the 
batch. 

2.2 Definitions 

2.2.1 Homogeneity of the batch 

A literature study reveals different definitions of homogeneity. An early 
qualification of homogeneity was given by Kratochvil and Taylor [1]: “The degree to 
which a property or substance is randomly distributed throughout a material.” 
According to Kratochvil and Taylor, homogeneity depends on the size of the units 
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under consideration. Thus, in their opinion, a mixture may be inhomogeneous at 
the molecular or atomic level, but homogeneous at the particulate level. 

Another, more quantifiable, definition of homogeneity has been proposed by 
Buslik [2]: “the negative log of the sample weight (g) required to obtain a standard 
deviation of 1%”(most likely in a series of subsamples). This is related to the 
homogeneity index available in pharmaceutical practice: “the ratio of the standard 
deviation of a number of tablets measured in practice during the mixing operation, 
to the required standard deviation” [3]. 

The latter definitions are more objective. However, application requires the 
relation between the relative standard deviation and sample size, which is often 
unknown. An attempt to solve this problem mathematically was undertaken by Gy 
[4]. A sample is analysed on property a. Dividing the batch in grains and 
representing the sample drawing process as repeated Bernoulli experiments for 
every grain, he derived the relation between the sample-to-sample variance of 
property a in the batch V(asample) and the inhomogeneity of the batch Gbatch, 
inversely proportional to the previously defined homogeneity, 

 ( )samplesample aVMGbatch ≡  (1) 

where Msample is the sample mass and V(asample) is defined as: 

 ∑
=

−
−
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2 )(

1
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where Mbatch is the mass of the batch, Nbatch is the number of batches, q is the 
probability that a grain with the specific property a is selected in the sample, and k 
is the sample number.  
The applicability of Gys definitions to sampling in practice is somewhat 
complicated. His mathematical way of sampling is not really applied in analytical 
chemistry and, from the definitions, it is clear that Gy is considering measurement 
uncertainties to be negligible. 

2.2.2 Representative sampling 

The term “representative sample” is often used to denote a single sample 
from a population or batch that can be expected to exhibit the average properties 
of the batch. This definition would only appear to apply in two cases: i) samples a 
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priori defined to be representative for a specific purpose or ii) the sampling of truly 
homogeneous materials [1].  

In this study no a priori representative samples are considered. 
Representativity is directly related to homogeneity. Secondly, truly homogeneous 
materials are not common in normal sample analysis. Therefore, the 
representativity of the sample is often defined as the agreement between sample 
and batch properties in view of the reported uncertainties of the sample 
properties. 

Some factors influencing the degree of representativity of a sample are: the 
sample size, the inhomogeneity of the batch (or sample if that influences the 
results), the method of sampling and the required precision or reported 
uncertainties. In this discussion, we only consider the first two factors. 

Current trace-element analysis techniques, e.g. AAS, INAA, ICP-MS, 
determine concentrations in small aliquots, typically ranging from 1 mg to 10 
grams. Obtaining a representative aliquot from a bulk sample typically collected or 
offered for analysis may become problematic when the material is difficult to 
homogenise. Sampling uncertainties are almost always the greatest source of 
analytical error in environmental trace-element measurements and are often 
significant in other microanalyses [5]. 

The representativity of a sample is related to its inhomogeneity, 
representativity may be established by measuring the inhomogeneity. This is not 
possible with current techniques, which only determine the overall sample 
concentration. Therefore, homogeneity and representativity are often established 
by analysing a series of randomly collected samples, yielding the mean and 
variance of certain properties. 

We define representativity of a sample as the reciprocal of the between-
samples variance V:  

 R ≡ 1/V (3) 

If the between-sample variance is zero, the representativity of each sample is 
infinite, and vice versa. Here, we assume again that there is no analytical error. 
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2.2.3 Discussion 

Buslik’s definition appears to be flawed: A noisier measurement method 
would result in a lower homogeneity number. Also the 1 % in there is arbitrary. 

Gy’s definition G ≡ MV makes sense, if the between-sample variance in 
concentration is taken to denote the true variance, meaning that the observed 
variance must have been corrected for the variance contribution from the 
measurement method. Note that estimation of V will require analysis of a number 
of samples. 

So in this study G ≡ MV and R ≡ 1/V are proposed as the definitions for 
homogeneity of the batch and representativity of the sample respectively. 

The best estimate for a property of the material the samples were taken 
from is the average M over the samples. The 1 s.d. confidence interval c (as in 
M ± c) for the material property would then be the standard error of the mean, 
given by 

 RNN
Vc 1==  (4) 

with N denoting the number of samples. 

2.3 Sampling in practice 

2.3.1 Example 1: Sampling a large area. 

In the field, someone fills a bucket with mud by walking around in the 
terrain to be sampled and taking bits of material every here and there. The bucket 
as a whole might be homogenised, and a 1 g subsample taken for analysis by AAS, 
ICP-MS or INAA. Even if the analysis technique would be a negligible source of 
uncertainty in the measured concentration, the final result would be of limited 
significance with respect to the terrain sampled, because there would be no 
estimate of between-sample variance and therefore no estimate of sample 
representativity. So the bucket must be divided in say 10 portions without 
homogenisation, and each portion homogenised and analysed. Roughly this 
procedure is prescribed in the Dutch norm for environmental sampling of e.g. 
future construction sites [5]. 
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The analysis result of the whole bucket, through homogenisation and the 
taking of a single small subsample assuming inhomogeneities on only a cm scale, 
is comparable to the “Overwater” LS-INAA analysis result. LS-INAA has the 
advantage that homogenisation and subsampling are no longer needed [7,8,9]. 
On the other hand it should be noted that in LS-INAA, not all parts of the sample 
are irradiated with the same neutron flux, and not all parts are counted with the 
same detection efficiency [10]. Rotational and most of the radial differences in 
neutron flux and gamma-ray detection-efficiency can be smoothed by rotation of 
the sample during measurement, but a vertical difference in sensitivity remains. 
Both neutron flux and gamma-ray detection-efficiency have their maximum at the 
vertical centre of the sample and both can be approximated with a cos(α(x-x0)) 
function [4]. So if LS-INAA is considered as an averaging or smoothing technique, 
the result is biased towards the vertical centre of the sample. This is illustrated in 
Figure 3 and Figure 4, where this product of flux and efficiency is described by a 
filter and compared to the true average described by a box filter.  
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Figure 3 Simulated results for averaging of a randomly distributed concentration 
profile with a box-filter and with a filter with the same profile as LS-INAA. Both 
filters render almost the same profile. 
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In Figure 3, the box filter and LS-INAA shape filter are compared for a 
spatially randomly distributed property. It indicates that for such a random 
distribution both filters give almost the same result. In fact, only for these cases 
LS-INAA gives correctly smoothed results.  

Figure 4 shows the comparison between the two filters for a spiked 
distribution. In this example, this results in a difference of 10%. 

The previously mentioned procedure of division in 10 portions before 
homogenisation is comparable to REDNAILS. If the element distributions in the 
bucket can be considered to be randomly inhomogeneous, the Equations in 
Section 2.2 can be applied to obtain estimates for the homogeneity of the material 
and the representativity of the sample. Activation analysis techniques have the 
useful property that the contribution of the counting statistics to the final 
concentrations can be determined, so that between-sample variation can be 
corrected for that. Other sources of error are difficult to correct for. 

Ordinary LS-INAA is applicable only if it can be assumed that the amount of 
material in the bucket is sufficient to achieve the required sample representativity, 
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Figure 4 Simulated results for averaging of a randomly distributed concentration 
profile having one spiked extremely high concentration, with a box-filter and with a 
filter with the same profile as LS-INAA. Both filters render almost the same profile. 
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for example because of previous experience with the material. 

2.3.2 Example 2: drill core 

A ditch bottom sample is taken by freezing and taking an unperturbed drill 
core. Or a drill core is taken from a rock. Due to the layered structure, the sample 
is not randomly inhomogeneous, and the previous discussion of representativity 
and inhomogeneity probably does not apply. In that case, with REDNAILS, the 
spatial element distributions can be determined and reported as a kind of 
tomographic result. To improve the quality of the solution, all the pre-exisiting 
knowledge about the sample and its origin in the analysis procedure can be used. 

2.4 Discussion 

Like other analysis techniques, LS-INAA also requires some rough 
knowledge about the sample content. High concentrations of neutron or gamma 
absorbing elements like respectively boron or lead should be avoided. 

Extreme cases of matrix inhomogeneity would often not come as a surprise 
to the analyst using LS-INAA. There will be some information about the possible 
inhomogeneity of the material that made the analyst decide to use LS-INAA, e.g. 
previous inhomogeneous samples of the same origin and also optical examination 
may reveal a certain structure of the sample. For many types of material, the level 
of homogeneity and the probability of extreme inhomogeneities can be estimated, 
based on previous analyses. E.g. soil, waste and biological materials are known for 
their inhomogeneity [11]. REDNAILS will be mainly applied to geological samples. 
These samples may be the result of vertical cylindrical bore hole logging through 
material that has been deposited over a wider area in successive periods of time. 
This means that these samples are expected to have a typical layered structure. 

Inhomogeneity of matrix elements and density can be deduced from the 
neutron-flux measurements or gamma-transmission measurements which are 
applied to determine respectively the neutron and gamma-ray self-attenuation. 
However, such measurements do not give insight in trace-element 
inhomogeneities of the current sample. 
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2.5 Conclusions 

In this chapter, the problem of representative sampling in the analysis of 
inhomogeneous bulk has been indicated. Though different definitions for 
inhomogeneity of the sample can be derived from literature, it can be described in 
a quantifiable way using the definition of Gy (Equation 1), where the 
inhomogeneity of a sample for a certain property is related to the variance of that 
property over a set of subsamples, assumed that the analytical error is negligible 
and that the rules of a normal distribution of the determinant may be applied. 

As discussed in [7,8,9] and Section 2.3.1, for real samples, LS-INAA is 
especially suited for non-destructive determination of average concentrations in 
samples that are inhomogenoeus on a cm scale. Disadvantages are (i) that 
extreme inhomogeneities may deteriorate the accuracy of the results, (ii) that no 
standard deviation is known, and hence the inhomogeneity is still unknown. (iii) 
Finally, in some cases the average of a property is not the parameter of interest, 
e.g. in gold mining or waste treatment one may be interested in the hot spots. 

As discussed in Section 2.3.2 and 2.4, in certain practical cases, existing 
knowledge about the sample may help to decide to perform an analysis of the 
spatial distribution of a property. Especially where a certain structure in the bulk is 
foreseen, a spatial analysis is preferred. REDNAILS can be applied to this end. 

Now, if the element distribution in the large sample is determined for 
instance by analysis of the sample in subsamples or voxel by voxel, the sample-to-
sample variance and the sample representativity can be estimated. This is what 
REDNAILS has to offer as an additional advantage over LS-INAA. 
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Chapter 3  
Reconstruction of Element 
Distributions in Neutron Activated 
Inhomogeneous Large Samples 

3.1 Introduction 

In this chapter a general introduction is given to REDNAILS. First the 
underlying theory is presented. Next, the experimental facilities and the 
procedures for calibration and measurement are described. Finally, the methods 
for data processing are introduced. The parts supported by experiments are 
further described and discussed in following chapters. 

As described in Chapter 1, the work in this thesis is about the design of a 
method to analyse large samples, using neutron activation analysis, that are too 
inhomogeneous to be analysed correctly using Overwater’s methods. Instead of 
integral measurements of the sample, the sample has to be scanned in some way 
to determine the spatial distribution of the induced radioactivity. 

The reconstruction of the element distributions from the spectra obtained in 
a sample scan can be compared, to some extent, to energy resolved tomography 
like Neutron Induced Gamma Emission Tomography (NIGET) [1], scanned 
measurements of radioactive waste barrels [2] and scans of nuclear reactor fuel 
rods or pallets [3,4]. However, the constraints are now that the reconstruction 
method should be applied to (i) spectra measured with a germanium detector, (ii) 
spectra of samples with low radioactivity  (iii) situations with significant gamma 
self attenuation. Moreover, (iv) not the spatial distribution of the radioactivity is of 
primary interest, but the spatial distribution of elements giving rise to this 
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radioactivity, and due to the neutron self attenuation, there is no fixed ratio 
between element concentrations and corresponding induced radioactivity. 

Compared to normal tomography, there are a few unfavourable 
experimental facts: (i) the gamma-ray energy cannot be optimised since it cannot 
be freely chosen, (ii) the measurement set-up cannot be optimised for one gamma-
ray energy and (iii) the radioactivity of the sample is much lower, in the order of 
about 100 kBq/kg. Due to these effects, the results of the scanned 
measurements will be blurred and noisy. Hence, emission tomography based on a 
Radon Transform or filtered back-projection will not render proper results. 

On the other hand, the gamma-ray spectra in LS-NAA spectra have some 
advantageous features: all parameters in Equation 4 of Chapter 1 except the 
element distributions are known, and the ratio of peaks stemming from 
radionuclide(s) produced from the same element can be employed as well. This 
advantage is used at best in the so-called ‘holistic approach’[5]. Therefore this 
approach is the basis for the method described here. 

3.2 Theory 

3.2.1 NAA basis 

The basic equation for NAA describing activation, decay, gamma-ray 
emission and detection for a sample consisting of one element, with negligible 
neutron and gamma-ray self attenuation is: 

 ∫
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where A(Eγ) is the peak area at energy Eγ [J], Φ(En)dEn is the flux for 
neutrons with energies between En and En + dEn incident on the sample [s-1m-2J-1] 
σ(En) is the neutron capture cross section [m2], Nav is Avogadro's number 

(6.022x1023 mol-1), θ is the isotopic abundance, w is the mass of the element in 

the sample [g], M is the atomic mass of the element [g/mol], λ is the decay 
constant of the radioactive atoms produced [s-1], tir is the irradiation time [s], td is 
the time in between irradiation and measurement [s], tm is the measurement time 
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[s], γ(Eγ) is the probability of a photon of energy Eγ being emitted in the decay, and 

(Eγ) is the probability of detection of the photon. ε
This equation can be used straightforwardly to predict full energy peak 

areas for each element. The fitting of these predicted peak areas to the measured 
areas directly renders the element concentrations, typically by finding the optimum 
solution to an overdetermined system of linear equations in the least-squares 
sense. This procedure is called the “holistic approach”[5] because the 
interpretation is performed in one step (with no intermediate results), thereby 
taking optimal advantage of the existing knowledge about the analysis technique 
and element properties. 

Neutron and gamma-ray self attenuation cannot be neglected in LS-NAA. 
Therefore, the NAA-equation 1 changes to [6]: 
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In Equation 2, the density distribution of the element w, the neutron flux Φ 
and the detection efficiency ε(Eγ) are integrated over the sample volume. For 
normal LS-NAA as developed by Overwater, it was assumed that the sample was 
homogeneous (w(r) = w) or that inhomogeneities could be averaged out, so that: 
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Effects of inhomogeneity occurring in reality were averaged out or 
minimised by rotating the sample during irradiation and measurement. Hence if 
the integration was possible (i.e. the attenuation parameters were known), the 
holistic approach could be applied. 

3.2.2 Sample scanning of extremely inhomogeneous samples 

Large samples may sometimes contain extreme inhomogeneities such as 
layers or nuggets. It has been shown [7,8] that in such cases the assumption of 
macroscopic homogeneity and use of Equation 3 leads to results that may be off 
by a factor of 2 or more. To overcome this source of error and also to determine 
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(sometimes requested) distributions of elements non-destructively, sample 
scanning is introduced in LS-NAA, where the sample is thought to consist of 
volume elements that individually are considered homogeneous. 

The sample is considered to be consisting of N voxels, to be scanned in L 
measurements, where each measurement is taken from a different position 
relative to the sample. Equation 2 evolves to an array of equations, giving for the 
contribution to area A from voxel i in scan-measurement j: 

 ∫ ∫
∞

=

−
−− −

−Φ=

. 0

Av ),()(
1

)1(
M

)(N
)(),()(

,

,

Vol
voxel E

ij

t
tt

nnnij

n

jm
jdir dEEeee

w
dEEEEA i

i
i rr

r
r rr

r
r

γγ

λ
λλ

γ εγ
λ

ϑ
σ , (4) 

It is assumed that the element concentrations are constant within each 
voxel, that the neutrons are thermalised and hence that their capture behaviour 
can be described by a thermal neutron flux Φth and a thermal neutron cross-

section σth. Equation 4 now simplifies to: 
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The reconstruction of the element distribution in the sample can be found 
by solving the vector wi for all elements, all voxels i and all measurements j from 
Equation 5, when all other parameters are known. 

3.3 Experimental facilities 

3.3.1 Design of REDNAILS analysis method 

The methods for REDNAILS are based on LS-NAA. Roughly the same 
procedure is followed. In order to correct for possibly inhomogeneously distributed 
natural radioactivity, background gamma-ray spectra, Aj(Eγ), are acquired for each 
sample scan position. These spectra are to be subtracted from the spectra 
acquired in the same positions after sample irradiation, to obtain the spectrum 
corresponding to net induced radioactivity. 
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Secondly the gamma-ray attenuation is determined. The method is 
described in more detail in Paragraph 3.5.2. Then, the sample, surrounded by flux 
monitors, is irradiated in the BISNIS facility described in Section 3.3.2. The flux 
monitors are measured with a calibrated gamma-ray detector. Finally, the scanned 
measurements of the activated sample are performed with the Large Sample 
Scanned Measurement Facility again. 

Figure 1 presents an overview of all steps to be performed for REDNAILS. 

3.3.2 Irradiation facility 

The samples are activated in the BIg Sample Neutron Irradiation System 
(BISNIS) [6,9], schematically presented in the cross-section in Figure 2. The facility 
has been designed in such a way that the induced radioactivity of a sample –of 
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Figure 1. RED NAILS analysis scheme. Sample measurements are indicated by a 
vertical background fill pattern, calibration measurements indicated by a 
horizontal pattern, irradiation by vertical text flow, resulting in sample specific 
parameters for solving Equation 5 in the bold frames. 
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Figure 2 Schematic vertical cross section of the thermal column of the IRI reactor, 
showing the thermal column's irradiation facility for large samples 

which the mass is in the order of 104 times that of a ‘normal size’ INAA sample- is 
of the same order of magnitude as for such an INAA sample with the same 
element composition. Also, this facility delivers completely thermalised neutrons at 
the sample site, minimising thermalisation effects within the sample. To this end, 
it was installed in the reactor's thermal column, which is fully filled with nuclear-
grade graphite blocks, and yields the desired neutron flux and neutron 
thermalisation.  

The facility consists of a tank with two vertical aluminium tubes penetrating 
into the graphite blocks. It is filled with water to shield the outside from both 
gamma and neutron radiation. The tank is also used for storage of the activated 
samples. The two tubes are interconnected at the bottom. The narrower tube 
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Figure 3 Schematic drawing of a sample (bottle) surrounded by four layers of four 
flux monitors each, in the irradiation container 

serves as a bypass for displaced water when the tightly fitting container is lowered 
or lifted in the irradiation tube. 

In this facility samples up to 1 m length and 15 cm diameter, can be 
irradiated. The samples are packed, surrounded by neutron flux monitors, in a 
polyethene container. The flux monitors stay in a non-rotating grid inside the 
container. The sample can be rotated around its vertical axis, using a small motor 
in the screw-on lid of the container. A schematic drawing of the sample in the 
container is shown in Figure 3. 

3.3.3 Scanned Measurement Facility 

One facility is used for all scanning measurements of the large samples. It is 
a slightly modified version of the detector arrangement that is also used for 
integral LS-NAA [10], as described in Chapter 1. Figure 4 gives an overview of the 
scanner, while scanning a 1 m long sample. A schematic drawing of the cross 
section is presented in Figure 5. 
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Figure 4 The measurement set-up during a scan of a 1 m high sample. indicated 
are (1) the detector in a lead shielding, (2) the collimator, (3) the sample holder, 
(4) the sample and (5) the lead castle that contains the transmission source. A 
schematic drawing of detector, collimator, stepper motor movement options and 
sample is given in the next figure. 

The arrangement consists of four scaffolds. The first is placed arbitrarily, in 
Figure 4 behind the other arrangements, and contains the pulse generator, 
preamplifier and computer. The second scaffold bears the detector surrounded by 
a lead shielding, the lead collimator and the liquid-nitrogen vessel. The third 
scaffold consists of a sample holder driven by stepper motors under computer 
control and the fourth scaffold bears a transmission source that can be positioned 
in front of a pinhole in its lead castle to create a narrow beam. 
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Figure 5 Schematic drawing of the measurement set up. Dark grey are lead  
elements, black are moving parts, H is the horizontal stepper motor, V is the 
vertical stepper motor. The right-hand side is tilted 90° in respect to the left-hand 
side. 

The detector is a HPGe cylindrical detector of 97% relative efficiency 
(relative to the efficiency of a 3”x3” NaI(Tl) scintillation detector), 1.82 keV FWHM 
resolution at 1333 keV and a peak-to-Compton ratio of 97:1. 

For integral LS-NAA the distance from the detector end cap to the vertical 
central axis of the sample is 20 cm. For scanning samples with a large diameter 
while using the collimator this distance can be enlarged with 5 cm increments by 
lateral movement of the scaffold that holds the detector and collimator. 

For optimisation of the arrangement for scanned measurements, Monte 
Carlo simulations of the facility have been performed. This is described in Chapter 
5. 
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3.4 Experimental calibration procedures 

By using existing, calibrated facilities for irradiations, few new calibrations 
had to be performed. Specifically, the capture cross sections to be used for 
activation calculations were all taken from the k0-database[11]. 

3.4.1 Irradiation 

The development and calibration of the methods for determination of the 
neutron-flux distribution within the sample was part of the development of the 
normal LS-NAA. By measuring the neutron flux with monitors just outside the 
sample (see Figure 3) and with reference values in a situation with a calibration 
sample with well known composition, the neutron flux depression due to the 
presence of the sample can be determined. From these measurements, the 
unknown neutron diffusion length L [cm] and neutron diffusion coefficient D [cm] 
of the sample can be determined. From the flux at a reference point outside the 
sample, the L and The D, the neutron flux distribution inside the sample can be 
determined, as described in detail elsewhere [6,9]. 

A reference flux is determined after each change in the reactor core 
configuration. To this end, the irradiation container with 80 flux monitors is filled 
with water samples in order to determine the flux at reference positions based on 
a completely known geometry with materials for which the required neutron 
parameters are known. The reference fluxes are determined for each flux monitor 
height in the sample container and can be interpreted as the thermal neutron flux 
coming into the thermal column at that height on the reactor side. 

3.4.2 Scanned measurements 

The gamma-ray detection efficiency of the measurement facility without 
collimator has been calibrated for integral LS-NAA using a set of certified gamma-
ray sources. The detection efficiency of these point sources has been determined 
at 20-cm distance from the detector end cap on the detector’s symmetry axis. 

For the scanning measurements, a more detailed insight in the detector 
efficiency and its dependency on source-detector geometry was required. 
Calibration measurements for a number of different geometries would be too 
laborious. Therefore an efficiency transfer technique has been applied. A series of 
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Monte Carlo simulations has been performed to determine the detector efficiency 
as a function of gamma-ray energy and the dimensions of the path of the gamma 
ray through the detector. These experiments and their results are described in 
Chapter 4. 

3.5 Experimental sample analysis procedures 

3.5.1 Measurement of the natural radioactivity 

As indicated in Figure 1, the sample is measured in scanning mode before 
activation to allow for correction for background radiation from the surrounding 
materials and from natural radioactivity in the sample. The measurement facility 
described in Section 3.3.3 is used with the collimator in front of the detector and 
the transmission source behind the lead shielding. 

The sample is mathematically divided in volume elements called voxels. The 
optimum size and shape of these voxels is determined in Chapter 5. In 
measurement j the sample is counted with the voxel i = j in front of the detector 
and collimator opening. 

The fitted peak areas resulting from the procedure described in Section 
3.6.2 are subtracted from the peak areas obtained from the scanning 
measurements of the sample after activation, after conversion in case of different 
acquisition times. 

3.5.2 Transmission measurements 

Before activation, the sample is scanned once more, now with the 
transmission source in front of the pinhole, to determine the gamma-ray energy 
and sample-position dependent transmission of gamma-rays through the sample. 
This sample property is used to determine the gamma ray and position dependent 
detection efficiency, ε  in Equation 5 and Figure 1. Methods and results are 

described in Chapter 7. 

),( rγE
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3.5.3 Irradiation 

As indicated in Figure 3, during the irradiation the sample is surrounded by 
flux monitors positioned in a fixed grid in the container. 

Before the container is positioned at the bottom of the irradiation tube (see 
Figure 2), the nitrogen/water boxes are filled with nitrogen gas to increase the 
neutron flux in the thermal column. Normally, these boxes are filled with water two 
minimise unnecessary activation of the thermal column. 

The irradiation is started by lowering the sample into the irradiation position 
using the crane. The irradiation is finished by raising the sample to a position in 
the water tank on top of the thermal column. 

After a waiting time for decay of short-lived ( <1 h) radionuclides, the 
sample and the flux monitors are removed from the container.  

½T

For determination of the neutron-flux distribution in the sample, the 
radioactivity of the flux monitors is measured with one of the calibrated gamma-ray 
detectors for normal-size samples present in the counting room of the INAA 
laboratory at the IRI. 

3.5.4 Scanned measurements of the activated sample 

After a total waiting time of a few hours up to a few days (td,j in Equation 5), 
the sample is scanned, using the same procedure as for the natural-activity 
measurements, to acquire the spectra needed to determine the gamma-ray peak 
areas after activation Aj(Eγ) for all gamma-ray energies Eγ and measurements j. 

After a longer decay time (up to a few weeks), the sample can be scanned 
again, optionally with more counting time per spectrum, to determine more 
accurately the concentration distribution of elements with long-lived activation 
products. 

3.6 Data analysis and processing 

3.6.1 Determination of the sample inhomogeneity 

The set of spectra constituting one scan is statistically evaluated to 
determine whether fluctuations over the scan of the count rates of gamma-rays of 
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a given energy are only due to Poisson counting statistics or also due to 
inhomogeneities in the sample. 

This method and the results for some of the test experiments are described 
in Chapter 6. 

Based on this knowledge the data can be further analysed. If no 
inhomogeneities are observed, the sample can be analysed integrally using the 
weighted sum of all acquired spectra in one scan. If inhomogeneities have only a 
layered structure in the direction of the cylinder axis of the sample, the sample can 
be analysed layer by layer, and for the most extreme cases the analysis can be 
performed for each voxel separately. These various methods are described in 
Chapter 8. 

3.6.2 Spectrum fitting  

In order to obtain the peak areas Ajk from the raw gamma ray spectra fine-
tuned peak fitting procedures are required. 

As a basis for the REDNAILS method, the same spectrum fitting procedures 
[12] are used as in holistic analysis [5]. Firstly, for a peak search, the channel 
contents are filtered using a second order (mid-window) derivative Routti-Prussin 
filter, where the window width, energy and peak shape calibrations are derived 
from a calibration measurement. Next, peak areas are determined by fitting this 
peak shape and a continuum function to the channel contents with standard non-
linear least squares methods. Then, before the final calculations are performed, 

the fitted spectra are visually inspected and peaks with a  can be fitted 
interactively (‘manually’, by indication of a base-line for the peaks) if relevant. 

42 ≥χ

This procedure is modified for REDNAILS in order to meet its special 
requirements and to yield extra information for the spectra related to one sample. 
The first requirement is that areas of peaks found in any measurement spectrum 
at a given energy, should be determined in the spectra of the other measurements 
as well.  

This is required to stabilise the outcome of the reconstruction. Also the 
reported peak energy should be the same for all spectra, in order to ensure that a 
certain peak is consistently attributed to the same radionuclide. 

As an extra source of information, the sum of all spectra from one scan can 
be used to search for peaks that have not been found in the individual spectra, 
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since the signal-to-noise ratio will be better in the sum spectrum for gamma 
emitters that are present throughout the large sample. The annihilation peak at 
511 keV must be discarded since it will contain useless information due to a large 
number of pair creation events in the sample, the collimator and other 
surrounding materials. 

In the resulting fitting procedure, first all peak positions (and their related 
energies) are determined by least squares fitting in all the spectra separately 
obtained in one sample scan as well as in the sum spectrum. The results are 
merged into a single list of peak positions. Peaks with positions that are not clearly 
separated are assigned to the weighted average of these positions. This combined 
list of peak positions is then used to determine the peak areas in the individual 
spectra, with the peak positions kept constant in the fitting procedure. It is known 
from literature that this method stabilises the outcome of the fit. [13,14]. 

3.6.3 Efficiency factors 

After correction for background and natural activity, the peak areas must be 
related to concentrations of the elements in the voxels. According to the methods 
of the holistic analysis, Equation 5 is used to calculate the set of expected peak 
areas Kijnl for each voxel i, spectrum j, element n and peak energy l, assuming that 
voxel i consists of 100% of element n. In order to do this, the spatial neutron flux 
distribution Φth(ri) and the spatial detection efficiency εj(Eγ,ri) must be known. 

The spatial neutron flux distribution, Φth(ri), is derived from the radioactivity 
of the flux monitors. As depicted in Figure 3, the sample is surrounded by flux 
monitors during irradiation. The flux monitors consist of a weighed amount of zinc 
of about 70 mg. After irradiation, the 65Zn activity is measured with a calibrated 
gamma ray detector for normal-size samples present in the counting room of the 
INAA laboratory at the IRI. The standard activation formula, Equation 1, can now 
be used to determine the flux at the position of the flux monitor. Overwater has 
determined a method to calculate the spatial flux distribution within the sample 
based on the changes in the neutron flux at the position of the flux monitors 
relative to the fluxes observed in the calibration irradiation measurement [9]. 

The spatial detection efficiency, εj(Eγ,ri), is determined using the results of 
the sample-transmission measurements and the spatial detection-efficiency of the 

 34



REDNAILS Design 

detector in the measurement geometry given, applying the methods described in 
Chapter 4. 

The matrix of the total efficiency factors, Kijnl, is determined for all voxels, 
measurements and relevant elements, and validated as described in Chapter 9, 
using Equation 5 and Figure 1. 

3.6.4 Reconstruction algorithms 

In the holistic approach of INAA and LS-NAA, the vector of observed peak 
areas A is related to the vector of element concentrations w by 

 , (6) KwA =

the vector of (average) element concentrations w can be solved from the 
observed peak areas Ajl using Equation 6, given the matrix of expected peak areas 
(assuming an element concentration of 100%) K and the vector of observed peak 
areas Ajl by the linear least squares solution: 

 , (7) UAKUK)(Kw t1t −=

where U is a diagonal matrix containing the uncertainties in the Ajl [5]. 
For the reconstruction of element distributions in scanned large samples, 

this method will not suffice: differences between spectra are relatively small 
compared to Poisson fluctuations. The linear least squares solution will lead to 
noise enhancement and unstable solutions with alternating, large, positive and 
negative concentrations. 

Two other reconstruction algorithms are implemented and tested in Chapter 
8 and 9: the Maximum Likelihood with Expectation Maximisation (MLEM) and the 
Conjugate Gradient method with a Non-Negativity constraint (CGNN). Chapter 8 
focuses on simple model samples. These algorithms are tested with mock 
samples in Chapter 9. 

Finally, in Chapter 10, the REDNAILS method is tested with real samples 
and validated with normal INAA of subsamples. 
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Chapter 4  
3D-modelling of the Ge detector 
full-energy peak efficiency for 
measurements of the spatial 
radioactivity distributions  

4.1 Introduction 

As mentioned in the previous chapter, for the reconstruction of element 
distributions in large neutron-activated inhomogeneous samples, the spatial 
distribution of gamma-ray emitters within the sample has to be determined. The 
use of a collimated Ge-detector for scanning of the sample in the measurement of 
the gamma-ray spectrum was introduced in Chapter 3. The optimisation of the 
measurement set-up will be described in Chapter 5. For the reconstruction of 
element distributions based on these spectra, the spatial detection efficiency must 
be determined. 

Usually, in a system for measurement of the radioactivity distribution in 
samples –e.g. emission tomography in nuclear medicine- the gamma-ray energy 
and the total radioactivity have been optimised in respect to attenuation in the 
sample and collimated detection.  

For determination of spatial activity distributions in LS-NAA, an optimisation 
of the experimental arrangement as mentioned above is not applicable, because 
the sample composition is not a parameter that can be optimised. This means that 
for NAA, radionuclide activities depend on the sample composition as well as on 
irradiation and decay time, and are not known in advance. Besides, the gamma-
ray energies to be measured depend on sample composition and range largely 
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from 100 keV to 3 MeV, which is difficult to collimate. Therefore, a collimator for 
these measurements will be transparent to a certain extent for high-energy 
gamma-rays from all directions. Finally, the sample activity is relatively low, which 
asks for collimation with a large opening. Hence the detection efficiency of the 
detector has to be determined for all gamma-rays within this energy range and 
coming from all directions.  

For such a system a method was needed for determining the three-
dimensional gamma-ray detection efficiency. The method has been developed for 
the detector used in the Large-Sample Scanning system and has been applied to a 
second detector to get more insight in the general applicability of the method. 

In scanning measurements in Large-Sample Neutron Activation Analysis, the 
energy dependence of the spatial detection efficiency cannot be described by a 
single curve for a point source [1], possibly corrected for solid angle [2,3], since 
the collimator introduces a dependency of the effective solid angle on the gamma-
ray energy. Hosseini-Ashrafi and Spyrou [4] studied the effect of collimator 
penetration for gamma-ray energies above a few hundred keV. They determined 
an effective solid angle, assuming the detection efficiency to be independent of 
both point of entry on the crystal surface and angle of incidence. However, this 
assumption is only a rough approach and may give rise to errors, for instance for 
gamma-rays entering the detector near an edge of the crystal. 

More recently the method of Moens [2] has been improved by calculating 
the full-energy peak efficiency by Monte-Carlo simulations [5]. This approach to 
calculate the effects in the crystal was also applied by Overwater [6], but is 
relatively time consuming, usually 2-20 s per gamma-ray energy and per voxel, 
using a 266 MHz Pentium© PC, for a precision of 1%. 

In order to find a mathematical description of the detection efficiency, 
Gehrcke [7] measured and described analytically point kernels for the detection 
efficiency, that can be integrated numerically over a large sample. His detector 
and collimator system was cylindrically symmetrical. Although computations based 
on this approximation are much faster than Monte-Carlo calculations, it cannot be 
applied to asymmetrical, slit-shaped collimators. Moreover, it requires calibration 
measurements for each new collimator opening setting. 

The method described in this chapter goes a step further. The method is 
based on considering the full-energy peak detection efficiency as a function of the 
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position and direction of incidence of the gamma-ray relative to the front end of 
the detector. Our assumption is that, once we know this full-energy peak efficiency 
function, we are able to calculate the full-energy peak efficiency for any position in 
space after calculation of the attenuation of the gamma rays in intermediate 
media and the geometrical efficiency. 

First, in Monte Carlo simulations, pencil beams of photons are generated 
that hit the bare detector crystal at a given position and under a given angle. Next, 
the path and interactions of these photons inside the crystal are followed. The 
detection of gamma rays in the full-energy peak is analysed separately for each 
type of interaction within the crystal, which renders a first-order approximation of 
the detection efficiency as a function of gamma-ray energy, direction and point of 
incidence. Next, the detection efficiency for a point source is determined by 
integration of these detection efficiencies for single narrow beams over the entire 
crystal front surface, taking into account the attenuation of all materials in 
between source and surface of the active core of the detector crystal. Finally, the 
detection efficiency can be integrated over the source volume resulting in the 
detection efficiency for a large sample, or any part of it. 

Since the detector is cylindrically shielded by at least 10 cm of lead and 
gamma rays that may impinge on the detector side originate from the sample 
somewhere behind the collimator and at a larger distance from the detector, it is 
assumed that the detection efficiency of these gamma rays may be neglected. 

4.2 Theory 

A photon, emitted from a radionuclide positioned inside a sample, has a 
certain probability of reaching the detector unperturbed and depositing its energy 
completely within the detector crystal, hence of contributing to the full-energy peak 
in the spectrum registered. This probability depends on: (i) the probability of having 
a direction within the solid angle, with a trajectory of the photon crossing the 
detector, (ii) the probability of the photon not being scattered or absorbed in the 
intermediate media (the materials between source and active crystal surface) and 
(iii) the probabilities of the different interaction types in the detector crystal. 

The detection efficiency calculation is based on point kernel integration, in 
which sample and detection system are separated, as well as detector and 
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collimator. The path-dependent detection efficiency ε , integrated over 

all directions, leads to the point kernel: 
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where εtot is the total energy dependent detection efficiency for a source at 
position , εsample indicates the sample detection efficiency, εcoll the contribution of 
the collimator to the detection efficiency and εdet internal detector detection 
efficiency, Eγ is the energy of the photon, ϕ and ϑ describe the direction of the 
photon and hence determine the angle of incidence on the detector front area. 

The detection efficiency ε  is integrated over ϕ and ϑ for each position 

to obtain the point kernel, and then integrated over the voxel or sample volume to 
get the voxel or sample detection efficiency.  
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the probability of the photon trajectory impinging on the detector is calculated 
from the integral over the solid angle of the detector as seen from the point of view 
of the point source: 
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The probability of the photon reaching the detector crystal unperturbed is 
implemented in this function, resulting in: 
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where i is the total attenuation coefficient of intermediate material i and di the 
pathlength in material i. 

µ

The calculation of the detection efficiency of the crystal is now described 
from the point of view of the crystal: for a photon being detected with energy Eγ 

impinging on the detector from position  in the sample and in the direction (ϕ,ϑ). 
Because of the cylindrical symmetry of the crystal, each incident photon can be 
described as a rotated version of a photon entering the crystal at a point on the 
bold line in Figure 3.  

r
r

The contributions to the probability of the photon being eventually detected 
full-energy peak in the crystal, are described for the three different interaction 
types in the next paragraphs. 

4.2.1 Photoelectric effect 

If it is assumed that photoelectric interaction occurs as the first interaction 
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φ

 
Figure 1 Schematic drawing of the coaxial detector crystal, with an inactive core, 
used in the simulations and modelling of the detector efficiency. Since the 
detector has a cylindrical  symmetry, all incident gammas can be considered to 
enter the crystal at a point on the bold line 
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in the active core of the detector, then the contribution to the detection efficiency 
of full-energy peak is  
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where ∆x [m] is the path length of the photon trajectory through the crystal, µphoto  
[m-1] is the linear attenuation coefficient due to the photoelectric effect for 
photons of energy ,  is path through the crystal and Cphoto is the correction 

factor for the probability of a photoelectric interaction: the gamma is absorbed by 
an atomic electron with the subsequent ejection of the electron from the atom 
followed by X-rays due to electrons filling subsequent vacancies. resulting in 
detection of the full energy of the photon. Cphoto will be close to unity for most 
gamma energies, because the detector material has much higher stopping power 
for the X-rays and electrons emitted in the photoelectric process than for the 
original gamma-ray. Still, some X-rays may escape. Therefore Cphoto will differ from 

unity, especially for low E  which is associated with a large µphoto and as a result 

for gamma rays interacting with the crystal close to the surface of the crystal front-
end. 
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γ

4.2.2 Compton scattering 

One or more Compton interactions may occur, followed by a photoelectric 
interaction then the contribution to the detection efficiency of full-energy peak is: 
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where  is the correction factor determined by the probability that the 

Compton-scattered photon will deposit all its energy in the crystal. The geometrical 
dependency of C  is as yet unknown. 

ComptonC

Compton

An energy-dependent fraction of the gamma-rays, will be scattered in the 
backwards direction near the point of entry: 
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where Pbs+esc is the probability that the backward-scattered gamma escapes 
from the crystal, µbs [m-1] is the probability for a backward scatter event, µtot [m-1] 
is the total attenuation coefficient of the original gamma and µ’tot  [m-1] is the total 
attenuation coefficient of the backward scattered gamma with energy:  

 
2

0

2
1

cm
E
EE
γ

γ

γ
+

=′ ,  

with m0 the rest mass of the electron and c the velocity of light in vacuum. 
This effect reduces the fraction of gammas that can be fully detected. For a 
detector with a large size relative to the free path length for that gamma energy 
(3/µ = Lcrystal), Equation 7 leads to: 
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Hence for those gamma energies, Pbs+esc is even independent of the “depth” 
of the detector. The value of µbs depends on the energy and the solid angle, as 
described by the Klein-Nishina formula. 

Contributions due to scattering in other directions cannot be described 
easily in general and will depend on the detector dimensions. In general, the 
correction factor will depend on the position (x,y,z) of intersection of the gamma 
trajectory with the detector front end, on the direction (φ,θ) or (u,v,w) of the 
gamma, on the path through the crystal, and on the dimensions of the crystal. 

4.2.3 Pair creation 

For Eγ >1022 keV, pair creation may occur followed by (i) complete 
absorption of the energy of the electron and positron, (ii) annihilation of the 
positron and (iii) complete photoelectric absorption of the two 511 keV gammas 
then the contribution to the detection efficiency of full-energy peak is: 
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where Cpair is the probability that the energy is completely deposited in the crystal. 
Due to the high penetration power of photons with Eγ > 1022 keV  and the fixed 
energy of the reaction products with the lowest attenuation, i.e. the 511 keV 
annihilation gamma’s, it is assumed that Cpair varies only little with Eγ. This may 

change for Eγ > 2 MeV, where Bremsstrahlung photons from the electron and 
positron are the reaction products with the lowest attenuation. 

Because of the similarity in the eventual reaction products (i.e. gammas) of 
pair creation and of Compton scattering, the correction factor Cpair will be another 
function of the same parameters as CCompton. 

4.2.4 Combination of the interaction processes 

Now, with the linear narrow-beam full-energy peak absorption coefficient 
defined as  

 , (10) ),()(),()(),()(),( xECExECExECExE pairpairComptonComptonphotophotod
rrrr

γγγγγγγ µµµµ ++=

and after integrating µd over ∆x, the 3-dimensional photo-peak detection efficiency 
can be written as: 
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Moens [2] gives a comparable equation for calculation of the effective solid 

angle, assuming C  and in his equation µd depends on gamma energy only. 1=photo

 
Results for detection efficiency calculations with Monte-Carlo modelling are 
reported to deviate up to 12% [8] from measurement, probably due to imperfect 
charge collection in the real crystal [9], an effect that is difficult to predict and 
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differs from crystal to crystal. Therefore, the accuracy of the model is improved by 
calibration of the system under investigation. The efficiency in a reference 
geometry can be measured and modelled. Now systematic deviations of the 
detection efficiency of the model εmodel, are eliminated by renormalization to the 
measured detection efficiency εmeas of point sources at position r : 0

r

 )(
)(
)(

)( 0
0model

model r
r
r

r measmeas
r

r

r
r ε

ε
ε

ε = . (13) 

After applying the above calibration, the model is ready to be used for 
calculations of the detection efficiencies for scanned measurements of large 
inhomogeneous samples, by summation of the point source efficiencies over the 
sample volume or any part of it (see the end of next Section). 

4.3 Experimental set-up and methods 

The gamma-ray detection efficiency is determined for two coaxial Ge 
detectors, of 17% and 97% relative efficiency. The relative efficiency is defined at 
1332 keV for a point source on the axis of the detector at 25cm from the detector 
end cap face, relative to the efficiency for a hypothetical 3”x3” NaI detector for the 
same energy and geometry. The 97% HPGe detector, used for scanning 
measurements, is surrounded by a lead shielding (for a side view, see Figure 4). 
The 17 % detector is an unshielded Ge(Li) detector. The EGS4 [10] software was 
used for the Monte Carlo simulations. 

Since either the shielded HPGe detector in scanning experiments or the 
unshielded Ge(Li) detector in experiments with a source directly in front of the 
detector is applied, only photons that impinge on the detector front end are 
considered, hence photons impinging on the side wall are disregarded. 

First, Monte Carlo simulations were applied to determine the interaction 
and detection probabilities within the detector crystal - Cphoto, CCompton and Cpair – for 
gamma-ray energies between 70 keV and 3 MeV. 

Input values for these simulations are energy, position and direction of the 
photons. Each photon reaches the front end of the crystal at a certain position and 
with a certain direction. Simulations are performed for five positions, varying from 
the centre towards the outside of the front of the detector 
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Figure 2 Crosssection of the modelled “97%” detection system. The collimator is 
applied for sample scanning. 

(0,0.2R,0.4R,0.6R,0.8R), with R [m] the radius of the crystal (see Figure 1), and for 
5x3x3 different directions, all towards the detector crystal. The normalised 
direction vector (uin,vin,win) with (0,0,-1) perpendicular into the crystal front end 
and (1,0,0) pointing along the crystal x-axis (See Figure 1) with the five points of 
incidence. Before normalisation, uin was taken from the set {-1, -1/2, 0, 1/2, 1}, vin 
from {­1, ­1/2, 0} and win from {-1, -2/3, -1/3}. 

When a photon travels along a path through the detector crystal, the three 
possibilities of full-energy absorption are distinguished: full photoelectric 
absorption, Compton scattering followed by photoelectric absorption of the 
Compton-scattered gamma, and photoelectric absorption of the annihilation 
gammas after a pair production event, where the first interaction in a photon 
history classifies the photon history. These three contributions to the full-energy 
peak area are counted separately during the simulation of a photon passing the 
end cap with certain energy at a certain place with a certain direction. The Monte 
Carlo calculations are repeated until an imprecision of 1 % is assuming a normal 
distribution, i.e. until 104 photons are fully detected. With the data described, the 
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correction factors can be fitted as polynomial functions of photon energy, the point 
of impact, the direction of the incoming photon and parameters that follow from 
that position and direction for the crystal and crystal dimensions. The fit was 
carried out using the squared statistical parameter: 
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where l covers the Ndir (=45) directions, the subscript k covers the Nr (=5) 
radial positions, Ckl,MC is the correction factor derived from the Monte Carlo 
simulation, Ckl,fit is the fitted correction factor and σ(Ckl,MC) is the standard 
deviation of Ckl,MC: 
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with Jkl the number of (either photo-effect, Compton or pair production) 
interactions in the Monte Carlo session. 

Each F was weighted with the solid angle of the fraction of the detector end 
cap represented by that position: 
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where r is the radial position of the point of impact and w is the 
perpendicular component of the direction relative to the detector. And for the fit, 
Equation 15 was minimised. 
Because high-energy photons are expected to give the most complex correction 
factors, the polynomial was first fitted for 3 MeV gammas. 

For the determination of the detection efficiency for a point source via the 
fitted model, the minimised Equation 15 was applied, also taking into account the 
estimated dead-layer thickness and the thickness of the end cap of the detector. 
Instead of the integral, a summation was used for Ndet = 100 equally sized 
positions on the crystal front end: 
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where Adet is the crystal surface area,  is the vector connecting the point source 

and the detector position j, and wj is the perpendicular fraction of  on the crystal 

surface. 

jr
r

jr
r

The model was verified for the two detectors with non-collimated 
measurements of calibrated point sources (gamma-ray energies ranging from 122 
to 1836 keV) on the detector symmetry axis at 20 cm (for the 97% detector) and 
25 cm (for the 17% detector) of the detector end cap, applying Equation 15 and 
Equation 16. These large distances were employed to avoid coincidence-summing 
effects. 

Finally, the model was verified for scanning measurements, for the 97% 
detector. The detector was collimated with a 10 cm thick lead collimator with a slit-
shaped opening of 2 cm (see Figure 2), covering the sample in height and width. A 
calibrated 152Eu point source was vertically translated, at 25 cm horizontally from 
the end cap, with intervals of 2 cm. Also, the detection efficiency was calculated 
for each position of the source, relative to the collimator and detector. Only the 
photons with the highest energy emitted by the source, 1408 keV, were 
considered, because they have the highest penetration power and thus will show 
the collimator leakage the most. 

4.4 Results 

For the 97% detector, the results for the fitted correction factors are given in 
the next paragraphs and the Figures 3-7. 

4.4.1 Cphoto  

The empirical function C , where rin 

[m] is the radial position where the photon hits the crystal front end and 
r0=0.01 m, is a relatively simple function that fitted best for all simulations and 
gamma energies, where R is the radius in cm of the active crystal. First, the 
parameters a1 and a2 were fitted to the data points at each energy Eγ. Next, the 

)r/)Rln(()()(),( 021, ininfitphoto rEaEarE −+= γγγ

 48



Detection efficiency 

dependencies of a1 and a2 on photon energy were modelled and the parameters 
of the models determined by fitting. The results are plotted in Figure 3. It can be 
seen that Cphoto,fit depends more on rin with increasing Eγ, because of leakage of 
high-energy Bremsstrahlung caused by the high energy of the electron ejected by 
the photoelectric interaction. The quantities a1 and a2 were modelled with: the 

functions ( 52.1
1 MeV1*06.01 γ−= Ea )  and ( ) )01.0MeV1*0344.0,0max(2 −= γEa
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These fitted curves are also plotted in the figure.  
Due to singularity at ln(0), this approximation function cannot be used for 

calculations of the efficiency at rin being close to R; but rin was not larger than 0.8R 
in this study. Furthermore, in this study of Cphoto,fit, the angle of incidence did not 
change the Cphoto,fit significantly. Hence this fitted function is independent of this 
angle. 

4.4.2 Ccompton   

First the parameter dependencies at 3 MeV were analysed, because for this 
energy the contribution of Compton interactions was expected to be the most 
difficult. The CCompton dependencies on (i) path length ∆x, (ii) forward direction 
component -win, (iii) average radius of the path in the crystal (distance of the 
original photon path to the crystal symmetry axis) rav , (iv) position of incidence rin 
and (v) the average depth of the path in the crystal (average distance of the 
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Figure 3 Results for: (a) fitted values for Cphoto as function of Eγ and rin and (b) 
parameters in the equation for Cphoto,fit. For higher Eγ, Cphoto,fit depends only more 
on rin, demonstrated by the increase of A2 with increasing Eγ. 
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original photon path to the crystal front end) -zav are plotted together with (vi) the 
CCompton fit in Figure 4, where rout is the radius of the position where the original 
photon path leaves the crystal. In Figure 4a,d,e the marked outliers are due to the 
narrow inactive core of the crystal: the path is relatively short for forward 
scattering (Figure 4d), but slightly scattered gamma’s have a large probability to be 
detected (Figure 4a,e). 

The following empirical function was fitted on the 225 situations: 

 

out
ArR

avavinininin
xa

in
in

in
ininfitCompton

raeazazavyuxaex
a

a

x
a

xa
r

a
waa

r
wawaaC

av
15

)(
13

2
121110

9
8

7
6

5
43

2
210,

)1()()
1

(

)
R

)(
R

R
ln(

149 +−+++++∆++

∆
+∆+

−
++

−
+++=

−−∆−
 (17) 

The fitted function is a polynomial composition based on educated guesses after 
theory in 4.2.2, trends observed in Figures 4a-e and trial and error. The quality of 

fit was for 3 MeV photons: =4.7. 2
,weightedrF

The parameters a0 trhough a15 in the CCompton function depend on Eγ. These 

dependencies were modelled by fitting these parameters for each Eγ separately 

and finally fitting polynomials to the observed Eγ-dependencies of each parameter 
separately. 

4.4.3 Cpair  

The Cpair dependencies on (a) path length, (b) forward direction component 
|win|, (c) rav , (d) position of incidence rin and (e) |zav| together with (f) its fit results 
are plotted for 3 MeV in Figure 5. It can be seen that the correction factor for 
detection after pair creation depends on the parameters also used for CCompton, 
though in a different manner. 

The following empirical function was fitted: 

 
2

1211
2

109
)R(

65

0
43

22
2

2
10,

)1()R(

)
r

R
ln())(R()R(

8 xaxaZaZaeara

r
aVYUXraraWaaC

avav
rb

av

in
inininininininfitpair

av ∆+∆+++−+−

+
−

++−+−++=

+−

 (18) 

Quality of fit: F =7.0 2
,weightedr
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Figure 4a,b. CCompton dependencies and fit for simulation of 3 MeV gammas. In 4a
the values found for are plotted as function of path length, in 4b as function of the
forward component of the direction vector. In 4a the marked outliers, large CCompton
considering the path length, belong to gammas that reach the inactive core, but
the secondary gammas probably not. 
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Figure 4c,d. CCompton dependency on rav, rin and angle of incidence. Marked
outliers in 4c are the same as in 4a, but exceed now in the other direction,
because in 4c the other perpendicular points have the same path length, and
only the outliers have this much shorter path length. 
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Figure 4e: CCompton dependency on |Zav|, which is a combination of the
dependency on path length and |Win|, so the marked outlier has the same
behaviour as in 4a.  
Figure 4f: Correspondence between CCompton,MC and CCompton,fit, derived from the
fit that uses all data from CCompton,MC. 
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Figure 5a,b. Cpair dependencies and fit for simulation of 3 MeV gammas. Trends
are roughly the same as in Figure 4, though Cpair is smaller than CCompton. The
marked outliers are again caused by the path of the gamma crossing the inactive
core of the crystal. Comparing Figure 4 and Figure 5 to more detail, some
differences show up. In Figure 4a and Figure 5a, the dependency on ∆x seems for
small ∆x for Cpair more ∝ ∆x2 and for CCompton more ∝ ∆x. In Figure 5b a trend

|Win| is more clear than in Figure 4b. ∝
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Figure 5c,d. Cpair,MC dependency on rav, rin and angle of incidence. In Figure 4c,d
previously mentioned outliers are marked. It can be concluded that dependencies
on rin and rav are steeper for Cpair than for CCompton. This difference may be caused
by the fact that after a pair creation there are two gammas instead of one after a
Compton interaction. 

 55



Chapter 4 

1E-3 0.01 0.1

1E-3

0.01

0.1

0.001

0.001

f      Fitted function:
a0+a1Win

2+
a2(R

2-rin
2)+a3(R-rin)(XinUin+YinVin)+a4ln(R-rin)

a5(R-rav)+a6(1-e-a7(R-rav))(1-e-a8(R+rav))+
a9Zav+a10Zav

2+a11P+a12P
2

Quality of fit: F2
r,weighted=7.0

C
pa

ir,
M

C

Cpair,fit

0 1 2 3 4 5
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18 e
C

pa
ir,

M
C

|Zav| (cm)

 

Figure 5e,f. Cpair dependency on |Zav|. The different values for Cpair at |Zav|≈5 cm
are due to different rin.  
Figure 5f. Correspondence between Cpair,MC and Cpair,fit, derived from the fit that uses
all data from Cpair,MC. The fit for Cpair is worse than for CCompton. The polynomial for
Cpair probably should be more complex than for CCompton to describe better the paths
of two gammas after pair creation instead of one after the Compton interaction. 
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The fitted function is composed in the same way as for CCompton, now using 
knowledge from 4.2.3 and trends in Figures 5a-e. 

Cpair does not vary significantly between 1.4, 2.0 and 3.0 MeV. So, according 
to our assumption, at least up to 3.0 MeV, Cpair does not depend significantly on Eγ. 

The quality of the fit, described by F =7.0, is worse than for Cphoto and CCompton 

and no improvement was found by adding more elements to the function in 
Equation 18. It should be noticed though, that the contribution of Cpair to the 
detection efficiency is much less in the modelled range of Eγ than Cphoto and 
CCompton. Therefore, the quality of the modelled efficiency will not be significantly 
influenced within this range. 

2
,weightedr

4.4.4 All correction factors together 

The  for the three fitted energy-dependent correction functions is 

plotted in Figure 6. The best fit on normally distributed data would render a 

 of 1. It can be seen that above 1 MeV the values for F  become 

significantly larger than unity, which means that for these energies the fit-functions 
describe the behaviour of full energy detection less accurately. 

2
,weightedrF

2
,weightedrχ 2

,weightedr

The figure also demonstrates that for Cphoto≈1,  quickly reduces to 0. 

This makes clear that F . This is due to at least two reasons: (1) the 

data are fitted towards guessed polynomial functions and (2) F  differs from  

by a factor .  

2
,weightedrF

22
, χ≠weightedr

2 2χ

MCklC ,

4.4.5 Implementation and test of the efficiency calculation 

The cross-sections for photon interactions with germanium are calculated from 
[11]. The cross-section for a Compton interaction is well described by: 
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






, (19) 

where for germanium, the density ρ = 5.32 g/cm3, the atomic number Z = 32 and 
the average atomic mass of A = 72.6 g/mol; NAv = 6.023x1023 is Avogadro’s 
number and σKN is the Klein-Nishina function of the Compton total cross section 
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Figure 6 Quality of fitted correction factors, presented as a function of the energy 
of the original gamma. 

[12]. For speeding up the calculations, the photo-effect cross-section is 
approximated to within 2% in the gamma energy range 0.05-10 MeV by: 
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and for Eγ > 1.022 MeV the cross section for pair creation is approximated to 
within 5% by: 

 0194.0))0830.0MeV1log(49.1cos(0194.0 +−
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For Equation 20 and 21, the coefficients have been fitted to tabulated 
values [11]. For pair creation, only the nuclear cross section is taken into account, 
the electron cross section becomes only significant at higher Eγ than the range 
currently of interest. 
Figure 7 and 8 show the results for the verification of the model with measured 
detection efficiencies of a calibrated source. For the 97% HPGe detector, to be 
used in REDNAILS, the model approximates the measured efficiencies generally to 

 58



Detection efficiency 

within 5 percent and occasionally to within 10 percent, which is accurate enough 
for scanned measurements, where other sources of error are larger. Besides, in 
REDNAILS this deviation is corrected by calibration using Equation 13. For the 
other, 17% Ge(Li) detector, the model approximates the measured efficiencies to 
within 10 percent. The deviations are mainly that the model overestimates the 
efficiency compared to the measurement, since the model does not  correct for 
effects like incomplete charge collection.  

In Figure 9, the calculated and measured detection efficiencies for the 
1408 keV gamma-ray line of 152Eu are presented for the collimated detector 
configuration to be used for scanned measurements. For most points the model 
represents the measured efficiencies to within the statistical error of the 
measured peak areas. Outliers are at the collimator edge, i.e. source positions 
relative to the detector just behind the edge of the collimator. There the 
calculations underestimate the efficiency, probably due to the fact that the real 
collimator settings are not as precisely set as in the model: The slit opening is 
2 ± 0.2 cm, the collimator thickness is 10 ± 0.15 cm and copper bolts are used to 
connect the 4 pieces each collimator consists of. This explains why the measured 
efficiencies suggest that the collimator opening is a little wider than 2 cm. 

4.5 Discussion and conclusions 

From Figure 7 and 8 it can be concluded that the model developed agrees 
well enough with the measured efficiencies up to gamma ray energies of 1.8 MeV, 
for point sources on the detector symmetry axis. For higher energies the multiple 
scattering may disturb the reconstruction, which may be assumed on the basis of 

trend of the values for the fitted  at the higher gamma energies, as shown 

in Figure 6. 

2
,weightedrF

The modelled data in Figure 7 and 8 show some minor irregularities in the 
gamma-energy dependent efficiency curves, which causes the modelled lines to 
not be completely smooth. This may be due to the fitting of the gamma-energy 
dependent polynomials for the ai coefficients for CCompton and Cpair respectively. The 
use of these polynomials for interpolation in the energy dimension can be obviated 
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Figure 7 Verification of the model for the 97% HPGe detector with a source at 20 
cm on the detector symmetry axis. 
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Figure 8. Verification of the model for the 17% Ge(Li) detector with a source at 25 
cm on the detector symmetry axis. 
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by using the fitted coefficients found for the actual gamma energies used in de 
Monte-Carlo simulation to calculate the photo-peak efficiency for the required 
geometry for these gamma energies, and then by interpolating the efficiency for 
the required gamma energy in the required geometry using e.g. Gunnink’s 
efficiency polynomial [1]. 

Calculation of the detection efficiency with this newly developed method is 
about 300-1000 times faster than Monte Carlo simulations of that detection 
efficiency with an imprecision of 1%. 

Because the efficiencies calculated by the model generally differ only about 
5% from measured efficiencies, this model can be used as a reliable and fast 
replacement for Monte Carlo simulations, especially for scanned measurements 
where large fractions of the sample are out of focus of the collimator and hence 
have a low detection efficiency. 

Figure 8 suggests that the modelled efficiency for the 17% Ge(Li) detector 
contains a systematic error. This error may be based on incorrect assumptions 
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Figure 9 Verification of the model for scanned measurements with the 97% HPGe 
detector of 1408 keV gamma radiation. Errors presented on the right axis are 
absolute and give the difference between modelled and measured efficiencies. 
Error bars are derived from the standard deviations in the peak areas. Errors from 
the modelled data are not accounted for since it is assumed that they are 
relatively small (1%). 
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about the dimensions of the dead layer of the detector. This error is removed by 
correction of the modelled efficiency for this type of errors with Equation 13. The 
97% detector does not show such a systematic deviation of calculated efficiencies 
from measured efficiencies. This demonstrates that the model can be applied to 
this detector for efficiency calculations on scanned measurements. 

From Figure 9 it can be concluded that the model can be used for efficiency 
calculations in the set-up for scanned measurements with a collimator. 

Finally, the results of the final experiment support the assumption that 
neglecting the gamma-rays impinging on the side wall of the shielded and 
collimated detector, as done in the efficiency calculations, still gives a proper 
result for the detection efficiency. 
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Chapter 5  
Optimisation of the LS-INAA 
measurement facility for scanned 
measurements 

5.1 Introduction 

The LS-INAA measurement facility was originally designed for integral 
measurements of 0.1-3.0 MeV gamma-rays originating from the samples. This 
facility now had to be adjusted to enable the determination of the spatial 
distribution of the elements as well. 

Determination of spatial distributions of radioactivity in large volumes, 
either of activated elements, or other radionuclides in e.g. waste barrels, requires 
a measurement system with a spatial resolution power, e.g. a gamma camera. The 
distribution is reconstructed on basis of projections of the emitted radiation at 
different positions and angles relative to the sample (i.e. Single Photon Emission 
Computed Tomography). Usually, tomography leads to a reconstruction of the 
distribution over cubic volume parts or voxels of the sample. 

Another requirement is a number of collected counts large enough for a 
stable reconstruction of the spatial distribution. This requirement sets a lower limit 
to the product of detection efficiency, sample activity concentration and 
measurement time. REDNAILS samples have a relatively low activity, typically < 1 
MBq, and measurement times are restricted by the decay times of the activated 
elements of interest, often < 1 d, i.e. the maximum measurement time of the total 
scan is limited to 1 d. As a consequence, the detection efficiency has to be higher 
than in comparable arrangements for reconstruction of distributions [1] of higher-
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activity radioactive elements with longer half-lives, or of higher-activity distributions 
in nuclear power plant fuel pellets [2]. 

Furthermore, the energy resolution of gamma-cameras as used in 
tomography is not sufficient for spectrum interpretation based on resolved peaks 
as applied in NAA. Only Ge detectors allow for these analyses. Therefore, an 
optimum facility would comprise a large HPGe detector, with a large peak-to-
Compton ratio and a large detection volume resulting in a full-energy detection 
efficiency as high as possible. For REDNAILS, the LS-INAA counting facility as 
described in Chapter 1, containing such a detector, was applied, though it had to 
be modified to meet other constraints as well. 

In order to obtain a spatial resolution, the sample is scanned, i.e. translated 
and rotated in front of the detector, and spectra are collected for each position 
relative to the detector. To further improve the spatial resolution of the signal, the 
detector is collimated. However, the collimation decreases the detection efficiency, 
therefore the collimator must be optimised for REDNAILS. 

For reconstruction of the spatial distribution in a Cartesian voxel (x,y,z) 
approach, as for the set-ups for long-lived radionuclides [1, 2], a pinhole-shaped 
collimator or combination of collimator and detector is required. The 
disadvantages would be (i) a decrease of detection efficiency and (ii) an increase 
of the number of measurements to get projections of the activity of the sample. 
The requirement of the measurements being performed in less than one day could 
not be met that way. Therefore, this approach has not been considered any 
further. 

On the other hand, the LS-INAA irradiation and measurement facility was 
specifically designed for cylindrically shaped samples, and for most envisaged 
samples of this shape, being borehole logging samples, the distribution in the 
vertical direction is mainly of interest. Therefore a horizontal-slit shaped collimator 
has been built, somewhat like a Soller-Collimator [3]. However, the method should 
also detect extreme inhomogeneities within a layer that -if not detected- may 
disturb the analysis results [4]. To that end, the sample can be measured in 
different rotational positions to determine a rough horizontal distribution. 

In this chapter, calculations and measurements are described that were 
performed to optimise the measurement set-up for REDNAILS. Scan steps and 
collimator shape determine the spatial resolution and the detection efficiency of 
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the voxel in the focus of the collimator opening. First, a short summary is given of 
the measurement procedure to clarify the collimator parameters to be optimised. 

When the sample is divided in voxels and it is assumed that the elemental 
distribution and the gamma-ray attenuation coefficients are constant within each 
voxel, the measured peak areas in measurement j, after correction for background 
and natural activity, can be described with the activation formula corrected for 
large samples, Equation 4 in Chapter 3, summed over all voxels i and nuclides n 
that emit photons with energy Eγ [J]: 
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where Φth [m-2s-1] is the thermal neutron flux σn,th [m2] is the thermal neutron cross 
section for nuclide n, θ the isotope abundance, wn [g] the mass of the element 
related to nuclide n in voxel i, NAv Avogadro’s number (6.022x1023 mol-1) and Mn 
[g/mol] the atomic mass, λn [s-1] the decay-constant, tir [s] the irradiation time, td 
[s] the decay time before measurement j and tm [s] measurement time for 
measurement j, γ(Eγ) the emission probability per decay-event for a gamma with 

energy Eγ and εij(Eγ, ) the detection efficiency for a gamma with energy Eγ 

originating from position . Voxels and measurements are labelled in such a way 
that if i = j than voxel i is right in front of the collimator opening. 

ir
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The probability that a photon of energy Eγ will be detected depends on the 
attenuation in the sample, the collimator, the distance to the detector, and the 
detection efficiency of the detector: 

 , (2) ∫=
voxel
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where εij,tot is the energy dependent detection efficiency for a source in voxel 
i in measurement j, the subscripts tot, sample, col and det indicate the total, 
sample, collimator and internal detector detection efficiency respectively. The 
geometry and the elemental composition of both collimator and detector are 
known, and their contributions to the detection efficiency can be calculated or 
determined via the method described in Chapter 4. The elemental composition, 
and hence the gamma-ray attenuation, of the sample is not known and may vary 

 65



Chapter 5 

from sample to sample, from layer to layer and even within a layer. Therefore the 
attenuation of each voxel has to be determined as well. This is described in 
Chapter 7. 

The optimisation of the measurement set-up is based on Equation 2, but 
cannot be derived in a straightforward manner. The parameters that could be 
varied for optimisation are collimator composition, its position, its thickness, the 
slit opening, the slit shape and the number of rotation steps. The optimisation 
itself is towards a maximum for the detection efficiency εij (j = i) of voxel i directly in 
front of the collimator in measurement j (j = i), with a minimum for the sum of the 
detection efficiencies for the other voxels in measurement j (j ≠ i). Hence the 
gamma-energy dependent ratio εij(j = i)/∑j≠iεij is maximised for the gamma-energy 

spectrum of interest. This is done with constraints on the decrease of εij(j = i) (in 

the case that with decreasing εij(j = i), ∑j≠iεij decreases even more) in order to allow 
counts being collected from samples with a relatively low radioactivity 
concentration. Also the optimum number of rotation steps is studied. 

Finally the use in practice will be discussed taking into account the strongly 
situation-dependent constraints for sample activity and requirements for detection 
limits. 

5.2 Theory 

5.2.1 position and thickness of the collimator 

The best spatial resolution and detection efficiency for the voxel in front of 
the detector is found for collimator and detector positioned as close as possible to 
the sample. Then, it is expected that the maximum efficiency for the voxel in front 
of the detector is reached for a collimator opening of the same height as the voxel. 
Voxels in the other layers will ‘see’ a smaller part of the detector relative to other 
collimator positions. 

The ratio εij(j = i)/∑j≠iεij is sensitive to the collimator thickness in that sense 

that both εii and ∑j≠iεij will be reduced, but ∑j≠iεij more which makes that 

ij(j = i)/∑j≠iεij increases with increasing collimator thickness. But in order to limit 

the decrease of εij(j = i), the thickness has to be limited. 

ε
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5.2.2 composition of the collimator 

A collimator with the best shielding properties should absorb radiation 
rather than scatter. Therefore the collimator should be composed of a material 
with a high atomic number and a high density. 

5.2.3 collimator slit and voxel size 

In measurement j, the detection efficiency of voxel i = j for the gamma-ray 
energy (range) of interest, εij(j = i) must be maximised for a good reconstruction of 
the activity in each voxel. Activity in other voxels is also measured but with a lower 
detection efficiency. An optimum must be found for the ratio εij(j = i)/∑j≠iεij. This 
ratio is influenced by the voxel size. If the system is collimated, then the collimator 
will improve this ratio as well. 

For best spatial resolution one wants to minimise the voxel size, but then 
the total number of voxels will increase and hence the fraction of the total activity 
that is in the voxel will decrease. If a collimator is used, then detection efficiencies 
will decrease with decreasing voxel size as well: ∑j≠iεij will be reduced as well as 

ij(j = i), so this may change the ratio to be optimised, εij(j = i)/∑j≠iεij. ε
For a theoretical elaboration, a sample is considered with an homogeneous 

activity divided in layers of d cm, with a total height h and negligible diameter, at 
distance L from a detector with diameter D >> d, and a collimator thickness c and 
slit size d (see Figure 1), in the simplified theoretical case that εij,tot = εij,col, i.e. 
assuming that there is no attenuation in the sample and all photons that reach the 
detector are completely detected: in Equation 2 εij,sample = εij,det = 1, the following 
approximation can be made: 
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Assuming that εij,col(j = i) mainly depends on the area of the detector that is visible 

through the collimator opening: width × height = D × dL/c, εij,col(j = i) can be written 
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Figure 1 Schematic drawing of the measurement set-up for LS-INAA, where a slit 
collimator is added for scanning measurements 

On the other hand, ∑j≠iεij can be written as an integral, when divided by d, 
assuming d<<h: 
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and: 
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where c’=µc/cos(θ). Now two approximations can be written:  
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and  
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Defining the average efficiency ‘density’ for the collimated voxels: uncolijij
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So, considering a homogeneous sample, the ratio of the contribution of the voxel 
in front of the detector to the peak area Aj over the contribution of the other voxels 
will be proportional to d2, d being the height of both the layer and the collimator slit 
opening. 

Therefore, the collimator opening should be chosen as large as possible for 
maximisation of the ratio currently of interest. But for an opening 

 
L

Dc
>d , (10) 

the efficiency will no longer increase, because the voxel in front of the detector 
now ‘sees’ the total detector area. 

5.2.4 rotation steps 

Real samples usually have a diameter of about 7-12 cm and 
inhomogeneities within a layer may influence the measurement as well. Therefore 
the measurement of a layer has to be optimised as well. 

Each layer can be measured under different horizontal angles in order to 
get information about the activity distribution within a layer. Now a layer is 
considered to consist of a number of wedge-of-cake shaped voxels. The number of 
rotation steps or voxels can -be optimised for a minimum variation of the efficiency 
within the voxel and a maximum ratio of the voxel in front of the detector over its 
neighbouring voxels. 
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5.2.5 other collimator shape 

A 100% radiation-absorbing slit-collimator close to the sample will not 
perfectly shield the radiation originating from the neighbouring layers, due to 
geometrical leakage. The collimator can be improved by adding one or more 
horizontal sheets of lead in the middle of the collimator opening (see Figure 2). 
Such a sheet will mainly attenuate gamma radiation that passes the collimator 
less horizontally than gamma radiation originating from the voxel in front of the 
detector. Therefore, as indicated in Figure 2, the sheet will mainly absorb radiation 
from the neighbouring layers.  

5.3 Methods 

The measurement set-up is optimised for the ratio εij(j=i)/∑j≠iεij  by 
determining the optimum collimator composition, shape and opening as well as 
the number of rotation steps. The constraint of a gamma-energy range as opposed 
to a single (optimised) gamma energy, was satisfied by modelling the efficiency 
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Figure 2 Schematic drawing of the measurement set-up for large sample scanning 
measurements, where a horizontal lead sheet is added in the centre of the 
collimator for improvement of the vertical resolution 
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using the method described in Chapter 4, for the desired energy range. The 
change of the collimator shape (i.e. the insertion of sheets) was tested by 
measurements  

5.3.1 Position and thickness of the collimator 

For preliminary experiments, a 10 cm thick collimator had been horizontally 
fixed to the system that contains the detector and its shielding at 7 cm (L-c) 
relative to the detector end cap, see Figure 2. The detector and collimator can be 
placed as close as possible to the sample. This was done without further 
optimisation studies on the position. 

The collimator thickness c had been enlarged in a previous stadium from 5 
to 10 cm. Steps of 5 cm were chosen based on the availability of Pb bricks of this 
size. Further increase of the collimator thickness was limited in order to limit the 
decrease of εij,col(j = i) being proportional to c-1 according to Equation 4, since L is 
fixed because the collimator is placed as close as possible to the sample, which is 
at a fixed distance to the detector. 

5.3.2 composition of the collimator 

The efficiency was modelled for a source at a horizontal distance of 25 cm 
from the detector end cap (i.e. equal to the centre of a sample of 8 cm diameter), 
a radius of 0 cm and a vertical height of 2 cm, equal to the collimator opening, 
scanned over neighbouring layers in steps of 2 cm. The modelling was done for 
gamma-ray energies of 120, 334, 662 and 1408 keV. Two types of collimator 
material were modelled for optimisation: lead and tungsten, both often used as 
collimator material, with densities of 11.34 g/cm3 and 19.3 g/cm3, and atomic 
numbers 82 and 74 respectively. 

5.3.3 collimator slit and voxel size 

To determine an optimum collimator opening and hence layer height, the 
efficiency was modelled for a source at a horizontal distance of 25 cm from the 
detector end cap, a radius of 0 cm and the same gamma ray energies. The vertical 
height was varied over 0.1-10 cm and the collimator opening was chosen equal to 
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that each time. The source was scanned over neighbouring layers in steps equal to 
the source height. 

5.3.4 rotation steps 

To determine the optimum number of rotation steps, the efficiency was 
modelled for the voxels in the layer in front of the detector for one through eight 
rotation steps. Also the variation of the efficiency within a voxel was modelled, by 
determining the efficiency of 25 subvoxels for each voxel. Now only one gamma-
ray energy, 662 keV, was modelled and only one slit opening size, 2 cm. 

5.3.5 other collimator shape 

In a vertical scan of a 152Eu point source, a horizontal Pb sheet 
(l×b×h = 8.2cm×17cm×0.14cm) was placed in the middle of the collimator 
opening, d = 2 cm, to improve the vertical resolution without too much loss of 
detection efficiency of the voxel in front of the detector (see Figure 2). Pilot 
experiments showed that adding more sheets would cost too much on detection 
efficiency compared to any gain on vertical resolution. The scanned 
measurements of 5 min per vertical step were performed with and without sheet. 

5.4 Results 

5.4.1 position and thickness of the collimator 

The collimator position and thickness have not been optimised further. 

5.4.2 composition of the collimator 

In Figure 3, the modelled efficiency for a vertically translated source is 
presented for a lead versus a tungsten collimator of 10 cm thickness. No large 
difference is found for the two materials considering the layer in front of the 
detector and the first layer above and below (positions from -2 to 2 cm). Large 
relative differences can be seen in Figure 3b for other layers, tungsten performing 
better, but the absolute attenuation factor, µc, of lead is already over a factor 23 
(at 1408 keV). Hence, the choice between lead and tungsten does not have a 
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Figure 3 (a) Cross-talk ratios for scanned measurements with a collimator made of 
tungsten versus a collimator made of lead, calculated for four gamma-ray 
energies and a layer height and slit size of 2 cm and (b) same efficiencies for 
1408 keV now relative to εij(j=i). 

significant impact on εij(j=i)/∑j≠iεij  or the FWHM of the spatial resolution. 
Therefore, for practical (economical) reasons, lead was chosen. 

5.4.3 collimator slit and voxel size 

Figure 4 shows the calculated efficiency of the voxel in front of the detector 
as a function of slit opening size, for four gamma-ray energies. The results show 
the derived relation in Equation 4 for small collimator openings of ε/d = constant. 
Because the efficiency was not modelled immediately behind the collimator but at 
8 cm distance, εmax is reached according to Equation 10 changed to the current 
situation: 

 
L

8)D(cd +
=  = 7.4×(10+8)/25 ≈ 5 cm. (11) 

Figure 5 shows the results for the modelled efficiency or cross-talk ratios 

ij(j=i)/∑j≠iεij, where i=120 i.e. the central voxel in a sample of Nvox = 240 voxels, 
for a series of collimator openings 2 mm < d < 100 mm. It can be seen that the 
larger the voxel and slit opening is, the larger, i.e. better, the cross-talk ratio. It 
reflects that at larger voxels, the detection efficiency of the voxel in front of the 
detector  

ε
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Figure 5 Cross-talk ratios for scanned measurements of a point source at 25 cm
(horizontally) from the detector end cap, calculated for slit sizes in the range of 2-
100 mm for four gamma-ray energies. 
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Figure 4 Efficiency ratios for measurements of a point source fixed at 25 cm 
(horizontally) from the detector end cap right in front of the collimator opening, 
calculated for slit sizes in the range of 2-100 mm for four gamma-ray energies. 
The straight line shows the detection efficiency for small collimator openings for a 
perfect collimator (µ=∞) and ideal detector (εdet=1). 
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becomes larger and simultaneously the other voxels are further away to the 
detector due to the larger voxel size. The last effect means that the ratio increases 
even after the maximum efficiency of the voxel in front of the detector is reached 
(Figure 4). 

In Figure 6, the results are plotted for the vertically scanned efficiency for 
120 keV photons, where sample size is kept constant (5 mm layer height). 
Irregularities of smoothness of the maximums of the curves for collimator 
openings 2.0-3.5 cm are due to the roughness of the model: the summation of the 
efficiency over the detector end cap as explained in Chapter 3. This plot can be 
used to choose the optimum collimator opening for the required spatial resolution 
(FWHM) of the reconstructed activity distribution. The results show some artefacts 
at the central position that can be explained by the low (100) number of points 
and the symmetrical ordering thereof on the detector in the modelling. 

5.4.4 rotation steps 

Figure 7 shows the results for the modelled spatial variation of the 
efficiency within the voxel in front of the detector as a function of the number of 
rotation steps for a gamma-ray energy of 662 keV, central in the energy range of 
interest. It can be seen that the minimum variation is reached for 3 rotational 
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Figure 6 Modelled efficiencies for scanning measurements of a point source at 25
cm (horizontally) from the detector end cap, calculated for slit sizes in the range of
0.1-10 cm for 120 keV, scanning step sizes are 0.5 cm. 
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Figure 7 Calculated relative spatial standard deviation of efficiency (∆ε/ε) within
the voxel in front of the detector for gammas of 662 keV and a 2 cm slit opening
as a function of number of rotation steps and hence reciprocal voxel size. 

steps. 
Figure 8 shows the relative efficiency of the neighbouring voxel, compared 

to the efficiency of the voxel in front of the detector. The minimum contribution to 
the spectrum of neighbouring voxels is found at the lowest number of rotation 
steps, i.e. 2, but it can be seen that the difference between 2 and 3 steps is 
relatively small. Hence, considering Figure 7 and 8 together, the optimum number 
of rotation steps is 3. 

5.4.5 other collimator shape 

For three 152Eu peaks, the peak area as function of the vertical position of 
the point source is compared for measurements with and without separation sheet 
in the collimator (Figure 9). Though the measured response is not necessarily 
Gaussian, fitting with a Gauss function, 
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Figure 8 Calculated efficiency ratios for the voxel in front of the detector and its 
neighbour (j=i+1) as a function of the number of rotation steps, for gamma energy 
662 keV and a 2 cm slit opening 

illustrates the change in the response, where y0 is the background (counts) or 
leakage radiation at x = 0, A the total area (counts), xc the vertical position of the 
peak (cm) and hence the source, and w the peak width (cm). The width of the 
vertical response decreases when the sheet is applied, especially for lower 
energies. On the other hand, the peak height at x=xc. decreases, and therefore the 
efficiency of the voxel in front of the detector. 

The relative change of the peak width and the height at x=xc, is presented 
as a function of gamma-energy in Figure 10. The change in peak height varies less 
with gamma-energy than the change in peak width. This results in the undesired 
effect that, for Eγ≥ 1 MeV, the decrease of the detection efficiency of the voxel in 
front of the detector is larger than the increase in spatial resolution, i.e. decrease 
of peak width. For instance for 1408 keV, applying the sheet renders a decrease in 
efficiency of 1.2 and a decrease in peak width of 1.0. 
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Figure 9 Measured efficiency of a 152Eu point source in a vertical scan, with and 
without a horizontal lead sheet added in the centre of the collimator opening (see 
Figure 2), for (a) 122, (b) 344 and (c) 1408 keV. 
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Figure 10 Ratios, without over with sheet, of the detection efficiency of the voxel in 
front of the detector (i.e. peak height h of the Gaussian in Figure 9 and Equation 
12) and vertical resolution (i.e. peak width w), as a function of gamma-ray energy. 

5.5 Discussion and conclusions 

5.5.1 Choosing the optimum slit size in practice 

The results in Figure 4 and 5 and Equation 11 show an optimum of 
efficiency ratios at a slit size of about 5 cm for the current experimental 
arrangement. This means that this slit size is the best for detecting activity 
differences between neighbouring voxels. However, in practice the slit size used 
will strongly depend on the sample type (radioactivity and energy range of the 
emitted gammas), and the required spatial resolution in the analysis. The optimum 
slit opening for such a resolution can be found by FWHM calculations as used for 
Figure 6. 

In another approach, the efficiency ratios as plotted in Figure 5 can be 
applied to determine which variations in activity distributions can be 
reconstructed; i.e. how many counts must be gathered in a peak to get a proper 
signal (activity in the voxel in focus) to noise (sum of activities in the other voxels) 
ratio. For a ratio of 2.0, the relative contribution of the background for a 
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homogeneous sample is ∑j≠i εij /∑j εij = ½ /(½ + 1)= 33%, and for a ratio of 0.1 it is 
10/(10+1) = 91%. Considering a sample that has a homogeneous activity 
distribution wn of element n with an inhomogeneity in voxel i: ∆wni, this causes a 

change in the collected counts of peak Aj in measurement j=i of ∆Aj. This change 

can be detected with 99 % reliability if ∆Aj ≥ 3σ = 3√Ãj, where σ is the standard 
deviation of Ãj and Ãj is the number of counts collected in measurement i for a 
homogeneous sample. Now a detection limit can be derived: 
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where Aij is the contribution to peak Aj due to gamma’s originating from voxel i. 
Knowing that for j = i: ∆Aj / Aij = ∆wni /wni and for a homogeneously radioactive 
sample: Aj / Aij =∑j εij / εij,j=i, this results in a detection limit on the relative size of 
an inhomogeneity:  
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where ηnij is defined by Aij = ηnijwnjεij. From Equation 1 it can be derived that  
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is independent of j for a homogeneously activated sample and independent of Eγ. 
Equation 13 depends only on Eγ via the detection efficiencies. Considering that wnj 
only depends on d via wnj = dπR2ρn, where R is the sample radius and ρn (g/cm³) 
the concentration of element n in the voxel, the almost sample-independent term 
√(∑j εij )/(√d εij,j=i) is plotted in Figure 11 for 4 gamma-ray energies as a function of 
collimator slit sizes between 0.2 and 10 cm. Equation 13 and Figure 11 can be 
used, given the sample dependent term √(ηnijdπR2ρn) and the required Eγ, either to 
determine the slit size given a desired relative detection limit, or to determine the 
relative detection limit if a certain slit opening or spatial resolution is desired. If the 
counting time is not at its maximum allowable value, it can be optimised for a 
desired spatial resolution and relative detection limit. 
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Figure 11 √(∑j εij )/(√d εij,j=i) as function of collimator slit opening d for 4 gamma-
ray energies. This curve can be used for determination of the relation between 
spatial resolution or slit opening, sample parameters and detection limits.  

The effect of using another collimator opening than the voxel size can now 
be discussed. A larger opening would yield a higher detection efficiency of the 
voxel in front of the detector, but also a higher efficiency of the neighbouring 
voxels and hence a decrease of spatial resolution. From Figure 6 it can be derived 
that for this gamma-ray energy, the optimum ratio of εij(j = i) / εij(j = i+1) is found 
for a collimator opening smaller that the voxel size. Calculations of the cross talk 
ratio ij(j = i) / ∑j≠iεij for 1400 keV, where for some voxel sizes the collimator 
opening is varied, are presented in Figure 12. Even for this energy the optimum 
size of the collimator opening for this ratio is smaller than the voxel size. However, 
a collimator opening smaller than the voxel height will often be unpractical 
because of the decreased efficiency of the voxel in front of the detector and 
amplification of effects of inhomogeneities within the voxel on the count rate. 

5.5.2 Horizontal resolution 

The optimisation was mainly performed for vertical resolution. Resolution 
within the plane in front of the detector still is poor, even though the layer can be 
measured in rotational steps. Further optimisation is possible by scanning in the 
horizontal direction using a collimator in the horizontal direction as well. But this 
would imply a decrease of detection efficiency of the voxel in front of the detector. 
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In order to loose less efficiency when increasing the horizontal resolution, 
the horizontal slit could be filled with a coded aperture, as applied in e.g. 
astronomical scans for gamma-sources [5]. In that case the opening is filled with a 
pattern of absorber strips, patterned in such a way that a scan of a layer results in 
a unique set of spectra for each spatial distribution. A pinhole collimator satisfies 
this definition, but also some patterns that render a higher detection efficiency. 
The application of a coded aperture will be discussed in Chapter 10, together with 
other suggestions for further improvement of the methods. 

5.5.3 Application of the sheet in practice 

As can be seen from Figures 9 and 10, especially for lower energies 
(< 1 MeV), the sheet may improve the vertical resolution significantly compared to 
the loss of detection efficiency of the voxel in front of the detector. 

The sheet has not been applied in experiments for REDNAILS yet, since the 
experimental facility was not suitable for precise positioning of such a sheet. 
Calculations indicate that with such a sheet the spatial resolution will improve, by 
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Figure 12 Efficiency ratios for scanned measurements of a source at 25 cm 
(horizontally) from the detector end cap, calculated for slit size, range 2-100 mm 
and voxel size, range 5-75 mm, for a gamma-ray energy of 1400 keV. 
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a factor of 1.2 - 1.7, for gamma-ray energies < 1 MeV. 
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Chapter 6  
Detection of Inhomogeneities via 
Collimated Scanning 

6.1 Introduction 

In the previous chapter approaches for optimal sample scanning have been 
described. The scanned spectra gathered this way can be analysed assuming 
either that the sample is inhomogeneous or that it is not. If the sample is not really 
inhomogeneous, or at least not for the elements of interest, integral analysis via 
the method of Overwater [1] is the method of choice. It will give more precise 
results than averaging after spatial reconstruction, because of intricate 
covariances between the results of spatial reconstruction. Only if inhomogeneities 
are detected, reconstruction of the spatial element distribution is mandatory. 

Therefore, tools were developed to monitor sample inhomogeneity, to 
detect occurrence of substantial inhomogeneous element distributions using the 
already available scanned measurements, and to account for the presence of 
these inhomogeneities in the analytical results. Once such tools are available, the 
analytical problem of substantial inhomogeneities can be transformed into an 
analytical utility: the possibility to get insight in the spatial distribution of trace 
elements in a large sample. 

Tools and methods to be developed are subject to several constraints, 
which are described in Chapter 3, 4 and 5. The gamma-ray spectroscopy of large, 
neutron-activated samples is ‘routinely’ carried out with a collimated detector in 
the scanning mode as described in the previous chapter, resulting in gamma-ray 
spectra for three wedge-of-cake shaped voxels per layer of 2 cm, with sizes of 
about 110 cm3. 
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6.2 Theory 

The observed number of counts in a channel in a gamma-ray spectrum is a 
stochastic variable, distributed according to the binomial distribution. Usually, the 
probability of a radionuclide decaying during the measurement and contributing to 
the channel content is very small so that the Poisson distribution applies [2], often 
approximated by a normal distribution for expected numbers of counts exceeding 
10 or some such number. The standard deviation σk of the Poisson-distributed 
number of counts Ck in channel k is equal to the expected value E(Ck) and is 
estimated in practice by sk = √Ck. If the measurement is repeated N times, a better 
estimate is 

 kk Cs = ,  (1) 

with the average channel content over N measurements given by: 

 
N

C
C

N

i
ik

k

∑
= =1 . (2) 

Now a ‘z-score’ is introduced, being the difference of a channel content from the 
average divided by its estimated standard deviation. For channel k in 
measurement i it is defined as:  
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A χr2-value can be calculated from the array of z-scores:  
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If the sample is homogeneous, the measurements of the different voxels 
can be considered to be repeated measurements of the same object, and the 

expected value of  is unity. If the value of  exceeds unity significantly [3], the 
sample apparently is inhomogeneous. However, because in LS-INAA 
inhomogeneities of elements rather than of radioactivity have to be monitored, a 
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correction for the longitudinal neutron flux gradient must be applied [4]. So the 
corrected values are: 

 ikik CC
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φ0=′ , kk Cs
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φ0=  with  (5) 
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in which φi is the local thermal neutron flux [m-2 s-1], received by the position in the 
sample measured in measurement i, relative to φ0, the thermal neutron flux at an 
arbitrarily chosen reference point along the height of the sample. 

The expected value E(Cik) and the corresponding standard deviation σk are 
merely estimated by Equation 5 and 6. These estimates are the best possible, 
however, in the sense that all available information is used as efficiently as 
possible and that the estimates are unbiased.  

The new z is given by: 
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Channels k’ in which no counts are registered during the scan 
(i.e. ∀i, Ck’i = 0) are excluded from the z-score array, because their z-scores are not 

properly defined. This changes the equation for the χ  to: 2
r

 
)1(

1 1

2

2

−′

′
=

∑∑
= =

NM

z
M

k

N

i
ik

rχ  , (8) 

where M’ is the number of non-zero channels. 

The -test uses  and M’x(N-1) as input for the standard probability 
function for a normal distribution which renders a probability that the sample has 
a (spatially) homogeneous composition, being the probability that for a normally 
distributed data set ( ) with the same number of degrees of freedom (M’x(N-1)) 

as the current data set, a  is found equal to or larger than the  found for the 

current data set. The -test can only be used as an indication since the data are 
corrected for neutron flux and all channels are considered together. 
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6.3 Methods 

6.3.1 Test criteria 

The channel contents of gamma-ray spectra for a scanned sample are 
converted to the new z-score array (Equation 8), using the vertical flux correction 
function derived by Overwater [4]: 

 φi / φ0 =cos(0.021726 (zi-z0)), 

with φi the thermal neutron flux at height zi [cm] and φ0 the thermal neutron flux at 
the reference height z0. Only if this z-score array reveals inhomogeneities, a further 
reconstruction of the spatial element distribution is necessary or meaningful. 

The z-score array is judged in three ways: (i) by visual inspection using a 
coloured plot of the array, (ii) by comparison of the histogram of the z-scores with a 

histogram of a normal distribution or (iii) by the -test. Each method has its own 
features. 

2
rχ

The visual inspection allows one to analyse the array as a function of 
gamma-ray energy and spectrum number. The colour at position (i,k) indicates the 
value of zik as explained by the legend of the z-score plots. Small variations of z 
between –2 and 2 are not of interest, since 95 % of the normally distributed z-
scores fall in this range, therefore these values for z have the same colour. It is 
expected that the clustering of high z-scores may give some information about the 
position, and the gamma energy of the elemental composition of the 
inhomogeneities. Also, a single extreme z-score may be observed readily. 

The shape of the histogram will change if the sample has inhomogeneous 
spots, even if they are not extreme enough to be detected in the plot. In that case, 
the histogram has a positive tail due to high z-scores at positions of higher 
concentrations of the inhomogeneously distributed element, compensated with a 
relative large number of small negative z-scores, related to positions were the 
element concentration is according to the bulk average. 

The advantage of the -test is that only one scalar is obtained that gives 
information about the probability that the variation in the measurements is not 
only due to counting statistics, but that the sample contains statistically significant 

inhomogeneities. The disadvantages are that the -test can only be used semi-

2
rχ

2
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quantitatively (data are not purely random [3]), smaller, very local inhomogeneities 
may go unnoticed and no information is provided about position and energy of the 
radionuclide and its associated element. 

6.3.2 spectrum filtering 

Besides analysing the ‘pure’ channel contents of the spectra, it is useful to 
focus on those channels that contain peaks in the spectra and to disregard the 
majority of channels that contain only counts from scattered photons. Therefore 
the spectra are smoothed and filtered using a second order (mid-window) 
derivative Routti-Prussin filter, that is also applied in the detection of the peaks in 
gamma-ray spectrum analysis [5]. The width of the window is determined by the 
width of the peaks. The latter is energy dependent and is determined in a 
measurement with a calibration source. 

This second order derivative will yield minimum, negative values at the 
position of peaks. These channel contents are only of interest here. Therefore, the 
(absolute) values of only the negative second order derivatives, 

)0,Max( 2

2

ikdk
d

ik CC −=′′ , are used instead of Cik in Equations 5-7 for a filtered version 

of the z-score equivalent array. Although these data points may not be normally 
distributed, the plot of the z-score equivalent array may give a clear indication of 
the position of the inhomogeneities and the gamma ray energy of the emitted 
photons. This smoothing over the peak-width reduces the contribution of the 
scattered photons to this z-score analysis. Hence inhomogeneities in the peak 
should be more easily detected this way. 

6.3.3 Boundary effects 

The spectra measured for the top and bottom layers of an homogeneous 
sample will contain less counts than the spectra measured in the middle of the 
sample, due to the fact that these boundary layers have cross-talk radiation from 
other layers in only one direction. This disturbance of the z-score array can be 
avoided by disregarding these spectra in the analysis, but in that case no 
information about inhomogeneities in these layers is gathered. Therefore the 
analysis can be performed with and without inclusion of the top and bottom layer 
to see this boundary effect. 
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Figure 1 Measurement set-up for Sample 1. The 152Eu source behind 10 cm lead 
is placed in front of the pinhole only during the scanned measurement of Sample 
1 with the homogeneous background. 

Detector and 
lead shielding 

6.4 Experimental 

The irradiation and measurement facilities used are described in Chapter 1 
through Chapter 4. Three samples were investigated with the z-score test: 

1) A tube of 11-cm inner diameter and 100 cm length, filled with sand, 
served as a first phantom for the verification experiments. A schematic drawing of 
the measurement set-up is presented in Figure 1. 152Eu sources were used to 
simulate induced ‘hot-spot’ radioactivity at different levels of homogeneously 
distributed background radiation. The collimator size and hence the spatial 
resolution (or voxel size) were optimised as described in the previous chapter. A 2-
cm opening of the slit collimator was used, which determined the layer height and 
subdivided each layer in 3 rotational fractions, attaining 150 wedge-of-cake 
shaped voxels of 63 cm3 each. 

A 152Eu point source of approximately 30 kBq was inserted in the phantom, 
in the centre of one of the voxels. The gamma-ray spectra were measured in 45 s 
each while rotating the sample over the 120° ‘solid angle’ of the voxels to be able 
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to weigh all ‘hot spots’ within a voxel equally; yielding 150 measurements, one for 
each of the 150 voxels. Measurements were performed with and without another 
152Eu source in front of the pinhole, thus simulating a hot spot radioactivity at 
different levels of homogeneously distributed bactivity. The ratio of the net count 
rate due to the hot-spot radioactivity, Rhs, to the count rate due to the background 
radioactivity, Rbg varied from approximately (Rhs+bg – Rbg)/Rbg = 0.7 [cps/cps] at 
122 keV to 0.18 at 1408 keV. 

2) A second sample, a 1 dm³ bottle containing sand and a piece of Zn 
(3.0 g) in the middle of one of the voxels, was irradiated in the BISNIS facility for 
12 h and measured after 4 days in eight layers of 2 cm each, and each layer in 
three rotational steps, using the same collimator as in the first experiment and 
taking 3 minutes per measurement. 

3) A sample of a 1 dm³ bottle filled with shredded plastic material used in 
the recycling industry, originally irradiated for 12 h and analysed after 3 days 
waiting time as a normal large sample. After the first integral activity measurement 
[6], it was also measured in scanning steps, similarly to Sample 2, and checked for 
inhomogeneities using the z-score test. 

6.5 Results 

6.5.1 Sample 1: 152Eu trace hot spot 

High-contrast, in otherwise homogeneous sample: 
The plot of the z-score array in Figure 2 clearly shows some clustered 

spectra with extreme z-scores. The fact that this is a region at a certain height and 
not randomly distributed points, indicates distinct inhomogeneity in the 
radioactivity of the sample. The channels corresponding with the gamma energies 
of the photons emitted by the point source show the highest z-scores for the 
spectra around the layer containing the source; channels of these spectra in the 

lower energy region have high z-scores due to Compton scattering. The -test 

renders: =1.76 for M’(N-1)=151,384 degrees of freedom (i.e. M’=1016 

nonzero channels x N-1=149). The probability that  > 1.76 for 151,384 degrees 
of freedom, P(1.76|n=151,384)<<1E-300, according to [3]. This means that the 

2
rχ

2
rχ

2
rχ
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Figure 2 Plot of the z-score array of the raw channel contents for the spectra of 
Sample 1 with high contrast. Each row contains a single spectrum and each 
column corresponds to a gamma energy. The legend explains the range of equally 
coloured z-scores, e.g. all z-scores between 2 and 3 are yellow. 

sample is definitely not homogeneous. From the plot of the z-score array (Figure 2) 
some important gamma-ray energies of 152Eu (122, 344 and 1408 keV) can be 
identified and the central position of the source can be estimated to be in voxel 
103. The layer number, 55, can be derived from the spectrum number, being the 
integer of that number divided by the number of spectra per layer, i.e. 3. 

 
Low-contrast, in otherwise homogeneous sample 

The z-score plot in Figure 3 still shows height and energy clustered 
extremities indicating inhomogeneities, though it is more difficult to see than in 
Figure 2. 

The -test gives now lower values:  = 1.12 for 151,384 degrees of 

freedom. The probability that for a homogeneous sample a larger  is found is 
given by P(1.12 | n = 151,384) = 6E-222. This is still a clear indication that the 
sample is inhomogeneous.  

2
rχ 2

rχ
2
rχ

 92



Detection of Inhomogeneities via Collimated Scans 

 
Figure 3 Plot of the z-score array of the raw channel contents for sample 1 with 
fixed background radiation, i.e. low contrast. 

6.5.2 Sample 2:Zn in sand, activated phantom 

The z-score plot in Figure 4 reveals the inhomogeneity for Zn at the Eγ = 438 
keV and 1115 keV gamma-ray energy lines by high z-scores in the neighbourhood 
of spectrum 15. Other elements that are dominantly present in the spectrum of 
Figure 4, like Na (24Na, Eγ = 1368 keV) give no deviating z-scores. This proves that 
the z-score test really stresses inhomogeneities above a certain threshold and 
suppresses changes in count rate due to statistical variation in counting. 

The -test renders  = 1.53 for 23,368 degrees of freedom. Since 
P(1.53 | n = 23,368) << 1E-300, once again this test indicates that the sample is 
inhomogeneous.  

2
rχ 2

rχ

Figure 5 shows the histogram of the z-score of the ‘raw’ channel contents, 
compared to a normal distribution. The change of shape of the histogram is in 
accordance with the expected change of shape for inhomogeneous samples: 
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Figure 4 Parallel plot of the sum-spectrum of the scanning measurement and the 
z-score array of the raw channel contents of sample 2, with the same gamma-ray 
energy scale on both x-axes. 

though the effect is only small, the histogram shows tailing in the positive z 
direction. 

6.5.3 Sample 3: Plastic shredder sample 

In this case the inhomogeneity of the sample was not a priori known. 
Therefore all three inhomogeneity tests were performed and for the plot of the z-
scores array not only the raw channel contents were used but also the filtered 
data. 

Figure 6 shows the z-score arrays of the raw and filtered data. The -test 

for these arrays renders:  = 26.4 for 24,528 degrees of freedom. In this case 

the plot, Figure 6, and the -test both indicate that the sample is 
inhomogeneous. The high z-scores are found in the middle of the sample at the 
gamma-ray energy positions of 82Br: 554, 776, 1044, 1317 and 1475 keV. 

2
rχ

2
rχ

2
rχ

Figure 7 shows the z-score arrays of these data when the bottom and top 

layer are excluded from the analysis. The -test for these arrays renders: 

 = 13.0 for 17,374 degrees of freedom. So again, the conclusion can be drawn 
that this sample contains inhomogeneities.  

2
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2
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Figure 5 Histogram of z-scores for Sample 2, showing a small right tail  

Finally, the histograms of the z-score arrays, presented in Figure 8a indicate 
likewise. The change in the shape of the histogram –the right tailing is more than 
the left tailing- is now more clearly as predicted in Paragraph 6.3.1. The effect of 
omission of the top and bottom layer is demonstrated in Figure 8b: the histogram 
is more comparable to a normal distribution now.  

All tests show that this sample has an rather inhomogeneous distribution, at 
least for the element Br, that seems to be concentrated in the layers related to 
spectra 10-15, according to Figure 7. 

6.6 Discussion and conclusions 

The techniques presented in this chapter were designed for a quick 3-
dimensional screening for substantial inhomogeneities. The robustness of the 
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Figure 6 Plot of z-score array of (a) the ‘raw’ channel contents for Sample 3, and 
(b) of the (2nd order derivative) filtered channel contents for Sample 3.  
 

 

 
Figure 7 Plot of z-score array -skipping top and bottom layer- of (a) the ‘raw’ 
channel contents for Sample 3, and (b) of the (2nd order derivative) filtered 
channel contents for Sample 3 
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Figure 8 Histogram of z-scores for Sample 3 (a) of all spectra and (b) of the 
spectra minus those of top and bottom layer 

 

techniques has been demonstrated with a couple of samples. Three ways of 
testing a set of spectra of a scanned sample on inhomogeneities were considered. 
Each approach has its own advantages and disadvantages: 

The -test may give a good indication in case of a sample with 
inhomogeneities close to the detection limit. The idea of one scalar as a basis for 
the classification of the sample on a (in)homogeneity scale is charming, but not 
practical considering the samples studied here: if the sample is inhomogeneous 
then the information from a single scalar is limited, since it does not provide any 

information about origin or energy of the emitted gammas. The -test does not 
provide a better criterion than a visual check of the spectra for a go/no go decision 
towards analysis of the scanning data as spatially homogeneous data or not. 
Besides, the result is of limited value since not all criteria for the normal 
distribution are met [3]. 

2
rχ

2
rχ

For a scan with low channel contents in most spectra, the best indicator is 
the colour plot of the z-score array. For spectra containing a higher homogeneously 
distributed radioactivity, the z-score test still provides a monitor for extreme 
inhomogeneities, especially when the second order filter is used. The filtered data 
show clustered higher z-scores related to peaks rather then Compton scattered 
photons. The visual check of the plot also allows for estimation of position and 
element composition of the inhomogeneity. This test does not provide a 
quantitative measure of inhomogeneity, though. 
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The plot of the histogram of z-scores gives little more information than the 

-test. It does not seem to give additional information either to the visual check 
of the z-score plot. But for more complex samples, where nothing can be seen 

clearly from the plot although the -test points to an inhomogeneity, the 

histogram may give an explanation for the  found. Although the histogram 
provides more detailed statistical information than the z-score plot, one should 
keep in mind that information about position and energy is lost. 

2
rχ

2
rχ

2
rχ

Figure 7 demonstrates that disregarding top and bottom layers may improve 
the analysis: systematically deviating data points are skipped. If one bears these 
systematic errors in mind then these layers may be included in the plot of the z-
score array. 

In general, the combination of the three tests gives the analyst useful tools 
to take the decision, whether the sample should be analysed as homogeneous or 
not. 

If extreme inhomogeneities are observed, a more detailed picture can be 
reconstructed by scanning a small fraction of the sample around the 
inhomogeneity with a smaller collimator opening and using a longer counting time 
per measurement. 

This homogeneity test is restricted to detection of inhomogeneities that 
have impact on the sample measurement statistics. E.g. radially symmetric 
inhomogeneities cannot be detected this way, even though they may affect the 
accuracy of the measurement result as mentioned already by Overwater[1]. 
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Chapter 7  
Gamma-ray attenuation 
assessment 

7.1 Introduction 

As illustrated Equation 5 in Chapter 3, the main equation for REDNAILS, the 
peak areas for a given distribution of radionuclide associated with a particular 
element in the sample can only be predicted and interpreted if the gamma-ray 
detection efficiency is known. For proper gamma ray detection efficiency 
calculations, the attenuation of the gamma rays on their way out of the sample 
should be determined. Since the sample is assumed to be inhomogeneous for the 
element-concentrations, it may also be inhomogeneous for gamma-ray 
transmission as well. 

Therefore, a method is developed to determine the gamma-ray transmission 
characteristics for all voxels separately. This method is an extension of the method 
developed by Overwater for determination of the average gamma-ray attenuation 
within the sample [1].  

7.2 Theory 

It is assumed that the attenuation of the gamma rays in each voxel 
separately may be described by a linear attenuation coefficient. The linear 
attenuation of the photons µ(Eγ) [m-1] can be calculated for each Eγ from 
transmission measurements using the equation: 
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where d is the path length of the gamma rays through the sample [m], I0 is 
the intensity of the beam for gammas with energy Eγ at the detector position in the 
absence of the sample [s-1] and I the intensity at the same position in the 
presence of the sample [s-1]. 

Overwater has applied Equation 1 in his method for determination of the 
spatial averaged gamma-ray attenuation in large samples, using a mixed-energy 
gamma-ray beam, originating from a 152Eu/154Eu source, and measuring the 
gamma-ray spectrum with and without rotating sample between source and 
detector. For determination of the gamma-ray attenuation for all gamma-ray 
energies in the range of interest, a cubic spline was fitted to the measured 
attenuations. 

In the experiments for REDNAILS, the attenuation has to be measured for 
each voxel separately. As a consequence, to keep the total measurement time 
between reasonable limits for samples up to 150 voxels, the time per 
measurement has to be limited. This will result in spectra with relatively more 
statistical fluctuation. To stabilise the fitting outcome for the attenuation curves, it 
is assumed that for the gamma-ray energy range of interest, the attenuation 
coefficient can be described by the photo absorption effect above the K-edge and 
Compton scattering only. The attenuation as a function of gamma ray energy is 
fitted using the empirical model: 

 , (2) 21 E/
2

E/
1)( γγ

γµ EE eGeGE −− +=

where E1=0.15 MeV and E2=2.3 MeV are experimentally fitted coefficients. This 
model is based on the assumption that for most samples the largest atomic 
number of matrix elements will be less than 90 so that K-absorption edges do not 
appear above 100 keV, where all the photon energies of interest for INAA are 
observed. Variation of the ratio of photo-electric absorption to Compton scattering 
are described by G1 and G2. 

Figure 1 shows the attenuation coefficient of SiO2 (as a model of sand) 
calculated with XCOM [2]. For the range 0.1 – 3 MeV, the attenuation can be 
approximated by Equation 2. 
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Figure 1 Energy dependent gamma ray attenuation coefficient for SiO2, calculated 
with XCOM[2]. 

7.3 Methods and experimental 

As in Overwater’s method, first the reference, the gamma-ray spectrum of 
the transmission source is measured without the sample. Next, the gamma ray 
spectrum is measured with the sample on the rotation table. But whereas in 
Overwater's method, the photon beam was directed at the centre of mass of the 
sample, now the sample is horizontally translated, creating an offset of half the 
radius from the transmission beam axis. The voxel to be scanned is vertically in 
front of the detector but horizontally 90o rotated, so that the transmission beam 
has its only path through the sample over on average √3xRadius in the voxel of 
interest, see Figure 2. The path through the sample has a range due to the 
transmission beam radius Rin at the entrance of the sample and Rout at the exit of 
the sample of √3xRadius ± ½√3(Rin + Rout). But if Equation 1 is approached by 
only a first order Taylor expansion: 
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Figure 2 Schematic drawing, top view, of the measurement set up during the 
gamma ray attenuation measurement of a single voxel 

 de
I
I d µµ −== − 1
0

, (3) 

which is valid for only small µd, then the average length of the path through 
the sample can be applied in solving Equation 1. 

The reference might be measured only once and then applied to multiple 
scanned samples, since it is sample independent. This measurement may take 30 
up to 60 minutes and the fitting result of its spectrum is checked visually. 

On the other hand, the scanned measurements take typically 5 minutes per 
voxel and the fitting is fully automated, where peak positions are determined on 
basis of the peak positions in either the sum spectrum or the reference spectrum. 

As can be seen from Figure 2, this method for measurement of the 
attenuation has an more ideal path through the voxel for three than for more 
radial voxels per layer. 

The next step, the fitting of Equation 2, is performed for all voxels 
separately. To save time, the experimenter checks the quality of the fit only 
through χ2 and variation in the parameters G1 and G2. 

The gamma-ray source used for the attenuation measurements is a 152Eu + 
154Eu transmission source behind a 10 cm thick pinhole collimator. The spectra 
are fitted as described in Chapter 3. Now in the spectrum fitting special 
consideration is taken for the 122 keV doublet, since it is known on beforehand 
that both peaks are present in the spectrum of these radionuclides. 
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For validation of theory and methods the gamma ray attenuation was 
determined in three different samples: dried and homogenised harbour sediment, 
milk powder for three voxels per sample and ditch bottom sample for one voxel per 
sample. 

7.4 Results and discussion 

Figure 3 shows the measured and fitted attenuation of harbour sediment 
and milk powder. The Figure demonstrates that the approach of fitting G1 and G2 
from Equation 2 for each voxel works well. The interpolation via this model is more 
realistic than interpolation via an unphysical cubic spline. Also extrapolation of the 
attenuation for Eγ >1408 keV is more stable. 

A large χ2  is found in two cases, where linear attenuation for the 779 keV 
peak is lowest. In general, the linear attenuation measured at 778 keV seems 
systematically lower than the fitted value. 

Figure 4 shows the measured and fitted attenuation for the ditch bottom 
sample. The line presents the calculated attenuation for low Z materials with 
density 1.33 g/cm3. 

7.5 Conclusions 

The results show that the presented method for determination of the 
gamma-ray attenuation works well. It renders more stable curves for interpolation 
and extrapolation of the attenuation for gamma-ray energies besides the energies 
present in the Eu source than the cubic-spline method developed by Overwater. 
The third sample shows that the attenuation coefficients agree well with known 
values, and even allow us to determine the specific mass of the voxel. 

The method aims at a simple determination of the average linear gamma-
ray attenuation coefficient per voxel in a large sample. It uses an maximum path 
through each voxel, to smoothen in-voxel inhomogeneities. However, extreme 
inhomogeneities outside this path may still corrupt the measurement. 

The method has been designed for practicable multivoxel analysis, to 
minimise user interaction and checks. The user still has to look over the 
attenuation plots and the χ2 to check whether the fit could be performed correctly.  
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Figure 3 Linear attenuation coefficient of gamma rays, measured and fitted for (a) 
milk powder and (b) dried harbour sediment. The fitted data represented by the 
curves are quite stable (or reproducible) compared to the scatter in the measured 
attenuation coefficients. 
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Figure 4 Results for the gamma ray attenuation of the ditch bottom sample. For 
comparison the linear attenuation coefficient for low Z samples with density 
ρ=1.33 g/cm³, calculated with XCOM[2], is plotted as well. 

Outliers may be caused by errors in peak fitting of the gamma spectrum or 
samples of exotic composition. 
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Chapter 8  
Reconstruction Algorithms for 
Analysis of Element Distributions 
in Neutron-Activated 
Inhomogeneous Large Samples 

8.1 Introduction 

A sample that has been treated according to the description in the previous 
chapters will have at this stage the following results: (i) As given in Chapter 3, its 
background radiation has been measured in scan mode, (ii) as described in 
Chapter 7, for each voxel a transmission measurement has been performed, as 
presented in Chapter 3, the sample has been irradiated in the BISNIS facility, 
surrounded by flux monitors, (iii) after irradiation the neutron-flux distribution in 
the sample has been determined on basis of the spectrometry of the flux monitors, 
(iv) next, after a certain decay time, the activated sample has been measured in 
scan mode, using the optimised measurement set up, as described in Chapter 5. 
These spectra have been used to detect inhomogeneities, as described in Chapter 
6. 

If the sample is inhomogeneous indeed, the matrix of equations, described 
by Equation 4 in Chapter 3 must be solved to determine the distribution of the 
elements in the sample. Figure 1 in Chapter 3 shows how all measurements are 
connected to build this matrix. In this chapter, the measurements are all fit into 
the matrix and algorithms to solve the matrix are described. Results of these 
reconstruction methods are presented and discussed for some modelled samples. 
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8.2 Theory and methods 

8.2.1 Predicted spectra-array generation 

The set of equations to be solved was already presented in Section 3.6.4: 

 , (1) KwA =

where Ajl is the observed peak area at energy l in spectrum j, Kijnl is the 
expected peak area at energy l in spectrum j due to voxel i consisting of 1 g of 
element n [g-1], and win is the amount of element n present in voxel i [g].  

The value of the matrix elements Kijnl is calculated with 
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The element and nuclide constants specific parameters σth,n, λn, γn, θn and 
Mn (see Section 3.2) are read from the INAA software library. The decay correction 
is determined using the times written in the sample database. The only terms that 
are spatially variant, Φth(r) and ε(r), are merged together to determine a gamma-
neutron correction factor for each gamma-ray energy and each voxel in each 
measurement. The relative position of the voxel in the given measurement is 
determined. The voxel is subdivided in a subset of 75 equal-sized subvoxels. The 
neutron flux relative to the BISNIS standard neutron flux in the sample is 
determined, using Overwater’s neutron sample self-shielding correction factors for 
LS-INAA [1]. These correction factors are based on the measured fluxes at the 
positions of the flux monitors in the presence and absence of the sample. The 
front end of the detector crystal is subdivided in 125 equal-sized parts, as 
described in the detection efficiency calculations in Chapter 4. The path from the 
centre of the subvoxel to the centre of the part of the detector, see Figure 1, is 
analysed, to determine its total length and the respective lengths through 
attenuating materials. The path length through the voxels it crosses is determined, 
with their respective attenuation, as determined according to the methods 
described in Chapter 7. Also, the path length through the collimator and detector 
end cap is calculated, with their tabulated attenuations. Finally the path length 
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through the detector is calculated to determine the efficiency of detection 
according to the methods described in Chapter 4. 

In order to minimise the calculation time, the following procedure is applied: 
First the net peak areas are predicted for the measurements of each voxel in front 
of the collimator opening (i=j), for each element, assuming that the voxel consists 
of 100% of that element. Next, assuming that the observed peak areas are due to 
this voxel only, upper limits for the elemental amounts in each voxel are calculated 
or else, when no peak was detected at the predicted energy, detection limits are 
calculated, taking the continuum in the measured spectrum into account. Then, 
predicted peaks that could not have contributed significantly to the observed 
peaks, in view of the elemental upper limits, are removed from the lists of 
predicted peak areas. These ‘cleaned’ peak lists for measurements of each voxel 
in front of the collimator opening are merged to obtain a list of all relevant 
predicted peaks. Finally, the peak areas for the lists of predicted peaks are 
(re)calculated for all i and j and removed afterwards if they are not present in the 
previously calculated merged list of relevant peaks. At this point, all predicted 
spectra contain the same peaks. The predicted spectra are stored in the matrix K. 

Detector Collimator Sample

 
Figure 1 Schematic representation of path from subvoxel to segment of the 
detector. 
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Before starting the reconstruction, the matrix is reduced by dividing it in 
independent sets of elements, i.e. sets of elements that do not have any predicted 
or observed peak energy in common. 

8.2.2 Reconstruction algorithms 

The reconstruction procedure in holistic NAA, based on an array of predicted 
spectra, still can be applied, though extended in two dimensions: the number of 
measurements performed in one scan and the number of voxels. 

In the holistic interpretation as implemented by Blaauw, the best fit is found 
by a linear least-squares solution [2]. For scanned measurements the solution of 
this algorithm becomes unstable, because the predicted spectra for the same 
element in neighbouring voxels - especially in the same layer - are strongly 
correlated. As an example a best fit may turn out to be an alternating pattern of 
positive and negative concentrations of the same element in neighbouring voxels 
(ringing effect). One way to circumvent this problem is adjusting the algorithm for 
non-negative results [3] or applying iterative algorithms as used in tomography. In 
this study, two algorithms are examined: The Maximum Likelihood method with 
Expectation Maximisation (MLEM) [4,5,6] and the Conjugate Gradient method with 
Non-Negativity constraint (CGNN) [6]. In the following paragraphs, the theoretical 
descriptions are mainly based on the descriptions of Chang et al. [6]. The k and l 
indices, denoting element and peak energy, are omitted in the following for 
clarity’s sake. 

8.2.3 MLEM 

The maximum likelihood method itself is a basic method, used to determine 
statistical values in a data set, like expectation value or variation, given a distinct 
statistical distribution [7]. It selects the most likely solution to an unknown 
parameter, given measured parameters and a likelihood distribution that 
describes the relationship between measured and unknown parameters. Applying 
of the maximum likelihood technique to REDNAILS, the voxel concentrations wi (for 
all voxels i) are determined that maximise the probability of having obtained the 
detector responses, peak areas, Aj (for all measurements j). 

It is assumed that the number of counts in a peak area is Poisson-
distributed 
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where Āj is the expected number of counts in the peak, equal to the mean number 
observed in an infinite number of trials. The expected number of counts is given by 
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where Kij is the number of counts expected in measurement j if the voxel i consists 
of 100% of the specific element and other voxels are empty. 

The probability of having observed all Aj, assuming the voxel concentrations 
to be wi, is given by 
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When this probability is maximal, so is its natural logarithm given by 
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To determine the most likely wi, the partial derivatives with respect to wi are 
taken and the values for wi are to be found where all the partial derivates are zero 
(note that all Aj are experimentally observed numbers not depending on the 
assumed values for wi, as opposed to the expected Āj): 
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and using Equation 4 to find 
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Now, an entity Nij, to be computed from the wi values from the previous 
iteration, is defined as 
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and Equation 9 transforms to 
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which yields the new wi: 
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Now, if all initial estimates for local element concentrations w  are positive, then 

the iteration will render positive values as well. The iteration is stopped as soon as 
the iteration number k = kmax, a user-defined maximum to the number of 

iterations, or , a user-defined minimum change per 

iteration. 
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8.2.4 CGNN 

The conjugate gradient method is an iterative method to determine a least-
squares solution for a set of linear equations. In each iteration step a search 
vector, from a conjugate set, that minimises the error e, is added to the estimated 
solution. The non-negativity is constrained in each iteration by adjustment of the 
size of the search vector if necessary. 

A least-squares solution for vector w from Equation 1 can be found by 
minimisation of the error:  

 ( ) ( wKAwKAwKA ~~~ 2 −−=−= te ) , (13) 
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where  is the solution to be found for the element distribution vector w, and ()t 
indicates the transpose of the vector. In the conjugate gradient method,  can be 
found by the following iterative algorithm: 

w~

w~

 , (14) )()()()1(
~~

kkkk dww α+=+

where k is the iteration index, d(k) is a search vector and α(k) is the value for a 
scalar search factor in iteration step k. The residual vector after the iteration step 

k+1, , has to be orthogonal to d(k): . )~( )1()1( ++ −= k
t

k wKAKr 0)( )()1( =+ k
t

k dr

This leads to: 
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To find the minimum of the error e, the partial derivative of Equation 13 with 
respect to α(k), is set to zero: 
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The vector d(k) can be derived from its conjugate property,  for 

k≠k’, and its recursive relation to the residual vector: 
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where β(k) is the orthogonality factor, which value can be determined by taking the 

inner product of Equation 17 with K  and applying the conjugate property: )1( −k
tKd
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The iteration can be applied, by starting with an initial estimate for and 

a calculation of d(1) = r(1) = K . The loop starts now with k=1. The 

calculation of α(k), r(k+1), β(k) and d(k+1) is performed based on applying successively 
equations 16, 15, 18 and 17. The iteration is stopped as soon as k = kmax, a user-
defined maximum to the iterations, or if the residual vector becomes smaller than 
a user-defined minimum. 

)1(
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)~( )1(wKA −t
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According to Chang et al. [6], the non-negativity constraint was satisfied in 

each iteration by finding the minimum value for any . If this value was found 

to be negative, then α(k) was adjusted: 
)1(

~
+kiw

 , )()()1()()()()( /~)~~/(~
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where i' marked the minimum w . Finally  was recalculated. )1(
~

+ki )1(
~

+kw

But, considering Equation 14, it can be demonstrated that this will not 
uphold the non-negativity. If there exists an i” such that  

  and , 0dw~w~w~ )k(i)k()k(i)1k(i)1k(i <α+=< ′′′′+′′+′ )()()()( /~/~
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To solve this problem, the ratios of the iterated components to their change 

in the last iteration are considered: . This value indicates a 

violation of the non-negativity constraint if  for any i. This can be 
remedied by selecting the smallest κ that violates the non-negativity constraint: 

, and redefine α = . The components of w that 

have been minimised this way should no longer be considered in the iteration to 
prevent that the algorithm will only try to reminimise these components (for which 

of courseκ  in subsequent iterations). 
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0=i

8.2.5 Reconstruction: Error propagation 

Both reconstruction algorithms render a solution without any propagation of 
uncertainties in the measured or predicted peak areas. To find an indication of the 
impact of the uncertainties on the solution, the uncertainties are propagated to 
the algorithms by 15 times solving the reconstruction again after adding randomly, 
normally distributed errors with a standard deviation equal to the known 
uncertainties. This leads to 15 modified solutions. The standard deviation in this 
series of solutions is taken to represent the propagated uncertainty in the solution 
for the element distribution. 
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8.3 Modelling studies and phantom experiment 

In this chapter only mathematically modelled samples and phantom 
measurements are considered. The aims are, to verify the applicability of the 
reconstruction algorithms for noisy spectra and of holistic analysis for scanned 
measurements. 

The testing is done in three steps, firstly with two simulation studies to 
determine the robustness of the reconstruction algorithms without and with noise 
in the spectra. In these simulations, the efficiency matrices K are not derived from 
efficiency calculations as described in Chapter 4, but are more simple models. The 
spectra contain only one channel of which the contents are calculated using these 
simple efficiency matrices. 

Then, as step 3, a sample with a known, simple inhomogeneous distribution 
was manufactured, irradiated and measured to test the total procedure of 
spectrum fitting, prediction and the reconstruction algorithms. 
Step 1. Noise-free reconstruction: Measurement and reconstruction matrix are 

simulated: An artificial detection efficiency matrix is modeled: ji
ij

−−= 2K , the 

artificial element distribution is wi=i+1 (a.u.) and the artificial single channel 

contents peak areas are calculated with , i.e. noise-free ∑ =
=

100

1j ijij Kwn

Step 2. Reconstruction with counting statistics: Measurement and 
reconstruction matrix again are simulated: the same efficiency matrix 

ji
ijK −−= 2 , and wi=i+10,000 with a ‘hot spot’ peak at i=0: w0 = 20,000. These 

numbers of counts are to be much larger than in the first simulation 
experiment to justify the use of Gaussian noise instead of Poisson noise. The 
artificial, noisy single-channel contents or peak areas are now calculated with: 

)(
100

1

100

1 ∑∑ ==
+=

j ijij ijij KwRKwn , where R(x) is an algorithm that generates a 

random value for a Gaussian distribution with peak width x. 
Step 3. Reconstruction with all sources of error in the analysis: Scanned 

measurements of a manufactured sample were used. A 3 g Zn sheet was 
inserted into a bottle containing sand (radius 47mm, height 16 cm and mass 
1.4 kg) to serve, after irradiation, as a “hot spot” inhomogeneity. This sample is 
previously described as the second sample in Section 6.4. The sample was 
considered to consist of three wedge of cake shaped voxels per layer of 2 cm 
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each, i.e. altogether 24 voxels. Originally, the Zn sheet was positioned in the 
centre of a voxel. The gamma-ray attenuation was determined for each voxel 
according to the method described in Chapter 7. 

In all three experiments, the reconstructed distribution is compared with the 
known distribution via the mean square error MSE [g²]: [8] 

 2~)~,(MSE wwww −=  (19) 

and the I-divergence, I-div (g): [9] 
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Minimising the I-div is equal to maximising the mean of the log-likelihood 
from Equation 6 [9], whereas the MSE is the best measure of divergence for a 
Gaussian distribution. 

8.4 Results 

The results for the MSE and I-div are presented for the three test samples 
and the two reconstruction algorithms in Figure 2 through 3. 
Step 1. Figure 2 presents the results for the mathematical model without noise. 

It can be seen that for both algorithms, MLEM and CGNN, the divergence, both 
MSE and I-div, is still decreasing, even after 100 iterations. Hence both 
algorithms do not render the mathematically correct, optimum solution though 
they are really iterating towards that asymptotic solution. 

Step 2. Figure 3 shows the divergence as a function of iteration number for the 
noisy data set. It can be seen that the CGNN algorithm needs less iterations 
than MLEM to reach its minimum, but MLEM finds a lower minimum. It can 
also be seen that both algorithms reach a minimum divergence and then the 
divergence increases again after each iteration. This effect is due to noise 
amplification [8], and makes it difficult to find a best stopping criterion for the 
iterations if the solution is unknown. 
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Figure 2 Divergence between true and reconstructed noise free data-set as a 
function of iteration number for two reconstruction algorithms and two definitions 
of divergence. 

Step 3. The divergence as a function of iteration number for the irradiated test 
sample, as presented in Figure 4 shows that the MSE reaches a minimum after 
30-50 iterations for both reconstruction algorithms, and then increases again. 
On the other hand, for CGNN the I-divergence, is still decreasing after more 
than 1000 iterations, apart from some fluctuations. 
The reconstructed results for this sample are presented in Figure 4, together 
with a bar-graph of the real Zn distribution. The reconstruction via MLEM does 
not show significant amounts of Zn in the empty voxels, whereas CGNN finds 
small amounts of Zn in two empty voxels, which are in fact the neighbours of 
the Zn-containing voxel. The MLEM- reconstructed amount in the filled voxel is 
closer to the real amount than the amount obtained through CGNN but still 
deviates by about 20 %. 

8.5 Discussion and conclusions 

In this chapter the theory and methods for REDNAILS have been presented 
and tested. 
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Figure 3 Divergence between true and reconstructed noisy data-set as a function 
of iteration number for two reconstruction algorithms and two definitions of 
convergence. 

The results show that inhomogeneities can be detected and located. The 
reported size of the point source in the phantom sample is still overestimated by 
20-40 %. Therefore, several steps in the reconstruction method that may explain 
the overestimation need further investigation with practice samples. This will be 
presented in Chapter 9. Though the steps that have been tested in this chapter 
have to be discussed here. 

8.5.1 Neutron-flux distribution 

The theory and methods for determining the neutron-flux distribution within 
the sample were directly imported from Overwater’s work [10], via Equation 2, into 
the peak area prediction. A comment on the validity of doing so: 

A practical point is that the neutron flux distribution is not cylindrically 
symmetrical, unless the container is rotated during irradiation. For the usual 
analysis of homogeneous samples, no problem arises as long as the sample is 
rotated during measurements only, since correction factors are integrated over the 
sample. But for reconstruction of the element distribution in rotational voxels, the 
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Figure 4 Divergence of results from real Zn amounts for reconstructed test sample 
as a function of iteration number for two reconstruction algorithms and two 
definitions of divergence, showing that the divergence has now some irregularities 
especially for CGNN and that after a decrease the divergence increases again. 

sample must be rotated during irradiation or its position must be well defined 
during irradiation and at the start of the measurements in order to get the correct 
local neutron flux and gamma efficiency correction factors. This has been 
improved for the experiments in Chapter 9. 

8.5.2 Signal-to-noise ratio 

A large problem for tomography on neutron-activated samples is the low 
induced activity and thereby the small signal-to-noise ratio and the large relative 
uncertainties of peak areas. These errors are amplified in the reconstruction,  
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Figure 5 Comparison of reconstruction results and real values for test sample 
containing a sheet of Zn (3.0 g), using (a) the MLEM and (b) the CGNN algorithm, 
after 1000 iterations. 
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especially in reconstruction of spatial distributions in which the predicted spectra 
of one element from different voxels are highly correlated. This renders an ill-
conditioned matrix of predicted spectra: it may be still invertible using one of the 
reconstruction algorithms, but the reconstruction is unstable. 

8.5.3 Comparison of the reconstruction algorithms 

For the reconstruction two algorithms have been applied. The second modelling 
study gives a simple impression of the performance of the two algorithms. From 
Figure 3 it can be concluded that CGNN is faster, i.e. it takes less iteration steps to 
reach the best solution. On the other hand, both Figure 2 and Figure 5 show that 
MLEM reaches a better solution. For the current experiments, the latter criterion is 
more important than the speed of the reconstruction. 

The second modelling study and the phantom measurement do not show 
whether one of the algorithms is better. The phantom spectra are too noisy to 
allow for the reconstruction of a detailed spatial distribution. 
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Chapter 9  
REDNAILS: 
Application with prior knowledge 
to samples of practical interest 

9.1 Introduction 

In the previous chapters the theory and principles of REDNAILS have been 
introduced and merged in Chapter 8 to test the reconstruction algorithms with 
simulated sample models and one artificial sample. It was concluded that the 
method was able to localise inhomogeneities but was unable to give accurate 
amounts for the spatial element distribution of the artificial sample. Hence 
adjustments have to be made to increase the accuracy. These adjustments focus 
on the stability of the reconstruction. Adjustments aiming at better approximation 
of elemental amounts in ‘hot spots’ are discussed in Chapter 10. 

In this chapter, the applicability of REDNAILS to samples of practical interest 
is investigated in order to study the following aspects. Not only the spatial 
resolution and detection limits are studied, but also is under consideration to what 
extent REDNAILS can be adjusted to realistic samples, using prior knowledge 
about the spatial distribution of elements. 

First one sample has been analysed exactly according to the method 
described in the previous chapter. Secondly, the method is adjusted to allow for 
larger numbers of voxels as well as the introduction of assumptions on the 
inhomogeneity distribution in order to stabilise the results of the reconstruction 
and to obtain more accurate results. The adjusted method(s) were then applied to 
two additional samples. 
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In the next section some adjustments to the method described in the 
previous chapter are introduced 

9.2 Theory 

9.2.1  “Geosampling” 

In Chapter 2 some issues about sampling have been discussed. It was 
mentioned that for better insight into sample representativeness in large-sample 
analysis, the structure within the sample should be known. As described before, 
LS-INAA has been introduced to allow for the analysis of large inhomogeneous 
samples without destruction of the sample structure. It is known that 
inhomogeneities, mainly of gamma-ray emitting radionuclides, might introduce 
errors in this analysis. If such inhomogeneities are present in the sample, then 
they can be detected by the method described in Chapter 5 and finally made 
quantitative according to the method given in Chapter 6. But, as demonstrated 
and discussed in the previous chapter, this method is sensitive to background and 
statistical noise. This will be further demonstrated in the straightforward analysis 
applied to the first sample. To make REDNAILS applicable to more noisy 
circumstances, possible assumptions about sample composition are considered 
here. 

LS-INAA is mainly applied to geological samples. These samples sometimes 
are the result of vertical bore-hole logging through material that has been 
deposited over a wider area in successive periods of time. This means that these 
cylindrical samples have a typical layered structure. 

9.2.2 Optimisation of speed and spatial resolution in the reconstruction 

As discussed in the previous chapter, the MLEM algorithm renders the best 
results in the reconstruction, but takes more time than the other. The latter 
becomes a more serious problem for the analysis of a sample as the number of 
voxels increases. To allow for a solution of a large system of equations in a 
reasonable amount of time, the method needs reduction. 
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Secondly, the spectra are rather noisy and, especially for the high-energy 
gamma’s, rather similar due to collimator leakage. ‘Inversion’ of such data may 
lead to unstable element-distribution results. As discussed in the previous chapter, 
this stabilisation can be achieved by making assumptions about the element 
distributions and incorporating these in the reconstruction. 

For example, homogeneity can be assumed for some of the layers just 
outside the focus of collimator, and zero detection efficiency can be assumed for 
layers even further away. The element distribution vector w is determined by 
considering the amounts wiα of the elements in voxel α in layer i in three different 
ways: 
1. 0 neighbours: considering the single layer i in front of the detector, a 3x3 

square [voxels x measurements] is cut of from the matrix K, with central 
element Kiαiα, with second and fourth subscript for the rotational position of the 
voxel and the measurement respectively. Now the wiα values are solved within 
this window, assuming that w(i-2)α = w(i-1)α = wiα = w(i+1)α = w(i+2)α. In other words, 
the voxels in the layers above and below the current layer are assumed to have 
the same composition as the voxels in the current layer and there may be only 
difference between the compositions of voxels of different rotational position. 

2. 1 neighbour: is based on the previous method, but now the relative 
layers-1 and +1 are taken into account as well: considering the three layers i-1, 
i and i+1 in front of the detector, a 9x9 square is cut of from the matrix K, with 
central element Kiαiα. Now the wiα values are solved within this window, 
assuming that w(i-3)α = w(i-2)α = w(i-1)α and w(i+1)α = w(i+2)α = w(i+3)α, but only the 
results wiα for the central layer i are kept for the final solution. In other words, 
the voxels in the layers above and below the central three layers are assumed 
to have the same composition as the voxels in upper and lower of the central 
three layers, respectively. 

3. 2 neighbours: is an extension of the 1 neighbour method, but now the 
relative layers -2 and +2 are taken into account as well: considering the five 
layers i-2, i-1, i, i+1 and i+2 in front of the detector, a 15x15 square is cut of 
from the matrix K, with central element Kiαiα. Now the wiα values are solved 
within this window, assuming that w(i-4)α = w(i-3)α = w(i-2)α and w(i+2)α = w(i+3)α = 

w(i+4)α, but only the results wiα for the central layer i are kept for the final 
solution. In other words, the voxels in the layers above and below the central 
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five layers are assumed to have the same composition as the voxels in the 
upper and lower of the central five layers, respectively. 

The same methods can also be applied considering only layers instead of voxels, 
by assuming each layer to be homogeneous in itself. In that case the subscript α is 
omitted. 

9.3 Methods and results 

9.3.1 Analysis without use of a priori knowledge 

Methods 
A 1.4 dm³ sample was analysed using the methods described in Chapter 6. 

It consisted of three different layers of 6 cm each: dried harbour sediment, sand 
and milk powder, containing three different ‘hot-spots’: La, Ta and Zn, as shown in 
Figure 1. The sample was irradiated (without rotating it) for 9 hours with flux 
monitors in the BISNIS standard average neutron flux of 3x1012 m-2s-1, and 
measured twice:  
a) 4 days after irradiation 120 s/single spectrum, 5 cm thick collimator)  
b) 8 months after irradiation 240 s/single spectrum, 10 cm thick collimator). 

Results 
The results of the measurements 4 days after irradiation are presented in Figure 2 
and Figure 3. Only reconstruction results for the elements present in the point 
sources (Zn, La, Ta) and some major elements in the bulk of the sample (Br, Fe, 
Sc) are reported. 
Figure 2, presenting the results for the reconstruction of the point source 
elements, shows that the positions of the La and Ta source are well reconstructed 
for both MLEM and CGNN, but the source strength is significantly different from 
the real value, as shown in Table 1. This can be explained by the uncertainty of the 
position of the point source, and by the fact that the voxel is larger than the point 
source; in this respect the real neutron flux and detection efficiency differ from the 
modelled one. The reconstruction of the Zn point source is even worse: the 
reconstructed Zn profile is distributed over the whole layer and it can be seen that 
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Figure 1 Schematic drawing of artificial sample 1, the rotational position of the hot
spots is given in Figure 2. 

the collimator did not shield the top of the sample during the measurement of the 
bottom layer. This makes the reconstruction unstable. 

The real concentration of the three major elements is derived from INAA of a 
small sample of the dried sediment, of which the 6 cm bottom layer is made. The 
elements may also be present in the sand and the milk powder, but in a negligible 
concentration as compared to the concentration in the dried sediment. The results 
for Br, Sc and Fe are presented in Figure 3, together with the concentrations 
reported by small sample INAA, performed on the dried sediment; concentrations 
of relevant elements in the other layers were assumed to be negligible. The error 
bars for Sc and Br show that these elements were detected well above their 
detection limits. The reconstruction results show a large fluctuation that is not 
caused by the Poisson distribution in counting statistics. It can be seen from the 
layer averages, that the instability is mainly within the reconstruction of each 
separate layer. For Fe, the uncertainty of the reconstruction is larger; the detection 
limit is in the order of 1 g/voxel. 
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Figure 2 Results for the reconstruction of point concentrated elements: La, Ta and 
Zn, in the first sample in the first scan, 4 days after irradiation. 
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Table 1: Comparison between real and calculated point sources [mg] for sample 
1a. Only amounts calculated for the corresponding voxel are considered 

 MLEM (+/- %) CGNN (+/- %) REAL (+/- %) 
Zn 467 7 649 45 1.30 x103 1 
Ta 37.6 11 44.5 1 54.3 1 
La 20.4 1 22.3 4 12.2 1 

For this sample, the results of the measurements 8 months after irradiation 
are presented in Figure 4. In the first session the collimator was only 5 cm thick. 
Therefore the sample was measured again, now using the 10 cm thick collimator. 
This was done only after 8 months, so there were no detectable amounts of 140La 
or 82Br left. Figure 4 shows the results for Zn, Ta and Sc. It can be concluded that 
the Zn and Ta point sources have sunk about half a layer deeper into the sample. 
The reconstruction of Zn has become better with the new collimator thickness. 

9.3.2 adjusted method 

Methods 
A beaker-sampler was used to take two samples close to each other from a 

ditch bottom. These samples, coded YA02 and YD03, both cylinders of 94 cm 
length and 13 cm in diameter, were analysed in 47 layers of 3 voxels of 88 cm³ 
each. To create these voxels physically for future verification of the results by 
ordinary INAA, one sample (YA02), in frozen condition, was sliced in layers of 2 cm 
each and each layer put in a plastic petri dish with 120o partitions. The petri 
dishes were stacked on top of each other to reconstruct the sample. 

The sample labelled YA02 first was measured for natural activity in 30 
min/voxel. Next the sample was irradiated (without being rotated) for 1.972 days 
with a standard neutron flux in the BISNIS facility. The activated sample was 
measured once, 19 days after irradiation for 30 min/voxel. 

The interpretation was performed per voxel, using MLEM and the 0 
neighbour methods. The interpretation was also performed per layer with the 0, 1 
and 2 neighbour method. 
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Figure 3 Results for the reconstruction of the concentration profile of the 
elements: Br, Sc and Fe, in the first sample in the first scan, 4 days after 
irradiation. 
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Figure 4 Results for the reconstruction of the concentration profile of the elements 
Zn, Ta and Sc, in the first sample in the second scan, 8 months after irradiation 
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For verification of the analysis method, 14 voxels were selected from 12 
layers for analysis with small sample INAA. The last three voxels were from a single 
layer to investigate variation within a layer. The material in each voxel was dried, 
then weighed, and homogenised before a subsample was taken for analysis by 
ordinary INAA. The samples were irradiated in a neutron flux of 4.7x1016 m-2s-1 and 
measured during 1 hour in a well-type HPGe detector after 6 days waiting time.  

The second sample, labelled YD03, was irradiated (without being rotated) 
for 2.17 days with a standard neutron flux in the BISNIS facility after a scanned 
natural activity measurement of 30 min/voxel. The activated sample was 
measured for the first time after 5 days waiting time for 6 min/voxel, for a second 
time after 16 days for 30 min/voxel and for the third time after 74 days for 60 
min/voxel. 

Interpretation of the spectra was performed using the 0-neighbour method, 
per layer, dealing with 3 spectra per layer, where each spectrum was the sum of 
the three spectra gathered from the three voxels of that layer at one point in time.  

Results 
Figure 5 shows the results of sample YA02 for Fe and Sc using REDNAILS 

with the 0-neighbours analysis per voxel. The results still show systematic 
deviations for the voxels at 120o and 240o. When the individual voxel results for Sc 
are divided by the per-layer result and averaged over the three stacks of 120°-

voxels that constitute the sample, the weighted averages are 1.02 ± 0.01, 0.81 ± 

0.02 and 1.34 ± 0.02. Since there is no reason for these differences from unity to 
occur apart from measurement errors, orientation-dependent bias is the most 
likely explanation. Such a bias could be due to imprecise positioning of the sample 
during irradiation or measurement, or due to inaccurate modelling of the neutron 
flux distribution during irradiation. 
The results per layer for Fe, Sc and Cr using INAA and REDNAILS with the 0, 1 and 
2-neighbour method are presented in Figure 6. The graphs show that the three 
interpretation methods introduced in Section 9.2.2 do not lead to significantly 
different results. The 0-neighbour method gives the smoothest result. The 1-
neighbour and even some more the 2-neighbours method demonstrate small 
fluctuations probably due to the so-called "ringing" effects known to occur in image 
restoration techniques near discontinuities. Ways to circumvent this problem will 
be discussed in the next chapter. 
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Figure 6 demonstrates also that all three methods agree well on most 
points with the INAA results. Only from 0.5 to 8.0 cm height relative to the centre 
of mass the REDNAILS results seem to underestimate the element amounts.  

The interpretation of the measurements of the flux monitors used for the  
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Figure 5. Results for concentration profiles of Sc and Fe in YA02 using the 0-
neighbours method and analysis per voxel, reported in amount per voxel. For both 
elements, concentrations in the voxel at 120o are below and at 240o above layer 
average 
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Figure 6. Results for concentration profiles per calculated per layer of Cr, Fe and
Sc in sample YA02. Reported in amount of that element per voxel. Comparison
between REDNAILS and INAA. Lines between symbols are added for REDNAILS to
show profile.  
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Figure 7 Parameters fitted on neutron flux monitors, describing the neutron flux Φ 
outside the sample YA02, the diffusion length L and the diffusion coefficient D, 
applied in Overwaters description for neutron transport within a sample, see 
Section 3.4.1. [1]. 

irradiation of this sample, are presented in Figure 7. It can be seen that 
diffusion length L and diffusion coefficient D are quite stable in the middle of the 
sample, but the neutron flux outside the sample shows a strange peak between 0 
and 5 cm relative to the vertical sample centre (CM). This may be, at least partially, 
the cause of REDNAILS underestimating the element concentrations. 

The results for the last three INAA subsamples, sampled from the same 
layer, demonstrate that for this sample variation within that layer is negligible. 

The results of the analysis of sample YD03, using the 0-neighbour method 
and reconstruction per layer, are presented in Figure 8 for the elements Na, K, Ca, 
Fe, Sc, Co, La, Cr and Br. The elements that were also reported for sample YA02 
now have smaller uncertainties. Na, K, Ca, La and Br have not been reported for 
YA02. Other samples reported for sample YD03 but not presented in the graph are 
Zn, Cs, Eu, Er, Hf, Ta, Ir and Th. More elements were detected in YD03 than in 
YA02 due to the fact that this sample is measured three times, which allows for 
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Figure 8 Results for concentration profiles of Na, K, Ca, Fe, Sc, Co, La, Cr and Br 
for sample YD03 using the 0-neighbour method per layer. Reported in amount of 
that element per ml of the wet sample. 

detection of shorter-lived radionuclides in a first quick measurement and improved 
detection of longer-lived radionuclides in a later measurement that takes more 
time per measurement. 

From Figure 8 it is clear that all elements show roughly the same 
concentration profile. This is due to vertical variations of sample dry mass density. 
Hence, if the dry mass of each voxel would have been determined and the 
concentrations would have been calculated in mg/g dry mass, the concentration 
profiles would look much more flat. 
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9.4 Discussion and conclusions 

In this chapter REDNAILS is applied to real samples. Problems that arise in 
practice have been discussed together with possibilities for stabilisation of the 
reconstruction algorithm for samples as large as the method will handle. 

The results for the first sample, analysed with the method described in 
Chapter 6, show that, though inhomogeneities can be localised, their exact 
amounts could not be determined. Therefore improvements have been suggested 
and applied to the last two samples. 

The results for sample YA02 analysed per layer show that this adjustment 
leads to more accurate results than analysis per voxel. The comparison of the 0-, 
1- and 2-neighbour method show that these methods give comparable results, 
though the results for the 0-neighbour method appear smoother. 

REDNAILS has been verified by INAA of selected voxels of YA02. Comparison 
of the sample results show good agreement on most points. Deviations may be 
explained by the fact that small errors in the neutron flux determination outside 
the sample leads to large errors in the estimated neutron flux inside the sample. 
Such small errors can easily be made because the neutron flux gradient in the 
water layer surrounding the sample is very steep, and the positioning of the flux 
monitors is not all that precise.  A way to circumvent this problem may be to use a 
graphite tube that fills the empty space in the container, instead of water. 

The results show that multiple measurements (after different decay times) 
render better results. This allows for determination of elements that have relatively 
short lived radionuclides, like Na (T½=15 h). 

Finally, these results show that REDNAILS can be applied for analysis of 
geological material, especially where long vertical cylinders are sampled. The 
results for these two samples show vertical gradients, with a higher concentration 
[mg/ml] of all elements in the lower part of the samples. 

9.5 References 
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depression in voluminous samples for instrumental neutron activation 
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Chapter 10  
General Discussion 

10.1 Introduction 

This thesis work has been started in order to develop methods to detect and 
correct for inhomogeneities in LS-INAA. As mentioned in Chapter 1, referring to the 
work of Overwater [1,2,3], large errors may occur in reported element 
concentrations if their spatial distribution is inhomogeneous. Therefore, these 
inhomogeneities were to be detected and secondly the element distribution was to 
be determined correctly. To what extent these aims have been achieved is 
discussed in this chapter. 

This discussion is structured as follows. First the general results achieved 
with the methods are discussed related to the aims of this thesis. This will lead to 
a discussion of the aims themselves. Next the open issues on details of the 
method are discussed and questions for further research are formulated. 

10.2 Detection of inhomogeneities 

The method for detection of inhomogeneities is described in Chapter 6. The 
results on the validation experiments demonstrate that this method is able to 
detect inhomogeneities, whether they are ‘hot spots’, ‘hot spots’ in a background 
of radioactivity or more smoothly varying concentrations. 

Since this detection method is a straightforward statistical analysis, it has 
also easily derivable detection limits: the inhomogeneities are detected if they 
deviate from the normal distribution of the counting statistics, demonstrated by 

extremely deviating z-scores in the z-score plot, e.g. 4>ikz . 
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10.3 Reconstruction of element distributions 

The newly developed parts of the reconstruction method described in 
Chapter 4 (spatial energy-dependent gamma-ray detection efficiency), Chapter 7 
(determination of the spatial energy-dependent gamma-ray attenuation) and 
Chapter 8 (reconstruction algorithms) were found to function properly in partial 
validation experiments. 

As shown in Chapters 8 and 9, a method for reconstruction of the spatial 
element distributions has been developed, using an holistic approach and a 
Maximum likelihood reconstruction method with expectation maximisation 
(MLEM). Validation experiments showed that this method works in principle for 
smoothly varying fluctuations in the element concentration. Even better accuracy 
can be expected once the water layer in the irradiation container is replaced by a 
graphite shell to reduce the flux gradient at the flux-monitor positions. 

Errors in the order of a factor of two were still found in the detected element 
amounts for sharply varying fluctuations in the element concentration in neutron-
activated samples and especially for ‘hot spots’. These errors are explained by 
uncertainties about the spatial distribution of the neutron flux in the sample for 
these cases and especially by the for ‘hot spots’ invalid ‘homogeneous voxel 
approximation’. Nevertheless, an order of magnitude of the inhomogeneity is 
indicated. 

In general, the accuracy and moreover the quality of the results have been 
increased with the replacement of LS-INAA with REDNAILS in three aspects. (i) 
Although REDNAILS still contains errors in the element concentrations, for 
inhomogeneous samples it renders more accurate average element 
concentrations than LS-INAA. (ii) The fact that inhomogeneities and spatial 
distributions of the elements are reported with REDNAILS is an improvement of 
accuracy in itself. (iii) Warnings that the method is at its limits can be derived from 
the REDNAILS results itself once sharply varying fluctuations of element 
concentrations are reported. 

10.4 Definition of the design problem 

The previous two sections describe to what extent the aims of the thesis 
have been fulfilled. Both sections still use rather general terms. This is related to 
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the problem of the formulation of the aims of the project. It is clear that the project 
has been started to solve the problem of the neutron activation analysis of 
inhomogeneous large samples. However, the project was without sufficient 
specifications of the underlying purposes. As soon as more was known about the 
sample, as shown in Chapter 9, this extra knowledge was incorporated in the 
optimisation of the method for that typical sample. 

This lack of purpose in general therefore also limited the possibilities of 
optimisation of the set-up as described in Chapter 5. Still some assumptions on 
the sample structure and the analysis requirements had to be made and were 
accordingly made. 

For example, variations of element concentrations only on a cm scale 
normally will not affect the accuracy of LS-INAA, and therefore they are not the 
topic of this research. The spatial resolution of the analysis should be adjusted to 
the size and distribution of the inhomogeneities of interest, for instance by a larger 
collimator opening or regularisation in the reconstruction matrix, if this stabilises 
the reconstruction algorithm. 

Hence, further optimisation of the method should only be pursued if a clear 
definition is formulated for detection limits of the inhomogeneities (size and 
distribution). A subdivision of sample types with matching analysis strategies is 
mandatory, based on foreknowledge of the sample a quick screening with the 
detection method of Chapter 6 and aim of the analysis. 

10.5 Open issues 

10.5.1 Neutron Activation 

The assumption of homogeneity of the samples for neutron-transport 
calculations [1] is questionable in some special cases. Overwater discussed in his 
thesis the effects of inhomogeneities on errors in neutron-flux calculations only 
partially and semi-quantitatively [2,3]. He did not discuss or demonstrate that his 
methods for neutron-transport calculations could be extended to these 
inhomogeneous cases. The theory for the neutron-flux distribution has been 
developed and verified for rotationally homogeneous samples (with respect to 
neutron diffusion) only. Substantial inhomogeneities of elements with large cross 
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sections for neutron interaction may disturb the model and create an 
underestimation or overestimation of the neutron flux at some points in the 
sample. 

Further study of the neutron flux distribution in inhomogeneous samples is 
mandatory. Experiments with inhomogeneous samples with incorporated and 
external neutron flux monitors have to be designed to get a more realistic view on 
the impact of inhomogeneities on the neutron flux. 

10.5.2 ‘Hot spots’ and sharp edges 

In the theory developed it is assumed that the sample may be considered 
as consisting of a wedge-of-cake shaped volume elements (voxels) that are 
individually homogeneous. Experiments with samples containing ‘hot spots’, in 
Chapter 6, 8 and 9, have shown that detection of these ‘hot spots’ is not a 
problem, but errors occur in the results for estimating the element amounts in the 
voxels that contain these ‘hot spots’. The positioning of the source and the small 
source size may cause an underestimation of Kii. This reflects an underestimation 
of both local neutron flux and local detection efficiency, and would result in an 
overestimated amount. 

This demonstrates that once these ‘hot spots’ are detected and 
acknowledged as being a possible ‘hot spot’, the voxels around these ‘hot spots’ 
must be measured and analysed in a special way. This requires better collimation 
to zoom in on the ‘hot spot’ both in vertical and horizontal direction. 

The same strategy applies to sharp edges in, apart from that place, 
smoothly varying element concentrations. 

10.5.3 Collimator leakage 

In Chapter 3, the detection-efficiency calculation and its limitations and 
uncertainties have already been discussed. These calculations become more 
critical if an inhomogeneity exists emitting high-energy gamma rays (e.g. above 1 
MeV). The amount of the element is overestimated in the current voxel if the 
leakage of these gamma rays through the collimator is underestimated for 
measurements in which the inhomogeneity is not in front of the collimator 
opening. 
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10.5.4 Alternative collimation 

As described in Chapter 3 and 5, the set-up is optimised with use of a 
single-slit collimator. It is optimal for spatial resolution but not for detection 
efficiency which is a problem since the activity of the sample is relatively low. As 
mentioned in Chapter 5, worthwhile alternative may be Coded Aperture Imaging 
(CAI) [4]. CAI is a method used in e.g. astrophysics for celestial imaging of gamma-
ray sources where two problems -also met in this research- have to be dealt with: 
(i) high-energy gamma-ray sources are difficult to focus on and (ii) fluxes are very 
low. Hence normal collimation would require too long counting times.  

Methods and instruments based on so called multiplexing techniques have 
been developed, consisting of three components: (i) the modulation of the incident 
gamma rays by a matrix comprising a suitable combination of absorbing and 
transparent elements (the coded aperture), (ii) position-dependent detection 
behind the collimator and (iii) reconstruction algorithms comprising the more 
complex spatial detection efficiency for such a more complex collimator. 

The coded aperture can be a one or two dimensional array of elements in 
front of a position sensitive detector or if the detector is not position sensitive, a 
series of measurements can be made using different collimator settings (time 
multiplexing). 

10.5.5 Alternative detectors 

The set-up has been optimised given the current large HPGe detector with 
high detection efficiency, high energy resolution and high peak-to-Compton ratio, 
but low spatial resolution (if any). This is optimal of course as long as 
inhomogeneous samples and detection of inhomogeneity is considered as an 
extreme case of LS-INAA. 

But if inhomogeneous large samples and reconstruction of element 
distributions in neutron-activated inhomogeneous large samples is to become a 
more advanced discipline, then another set-up with other detectors may be 
considered. Below a few options are discussed, ordered with  increasing spatial 
resolution and decreasing energy resolution. 

The first option would be a set of collimated HPGe detectors, that would still 
allow for a high energy-resolution, but a little smaller detection efficiency and 
peak-to-Compton ratio. These detectors may be smaller (and cheaper) than the 
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one used now. The gain of this set up is (i) the sum of their detection efficiencies 
being larger than the detection efficiency of the current detector and (ii) a small 
gain in spatial resolution caused by using smaller detectors. 

Secondly a grid of small germanium detectors may be considered. This grid 
still has a high energy-resolution, as is typical for germanium detectors, but the 
peak-to-Compton ratio and the detection efficiency will be dramatically reduced. 
The advantage is the position sensitivity of such a grid, which allows for a 
combination with a coded aperture as described in the previous section. 

Finally, position-sensitive detectors of more efficient but less energy 
resolving materials have to be mentioned here. The likeliest candidate materials 
would be Bismuth Germanate (BGO) and NaI. They can be combined with a coded 
aperture as well, but application for NAA is only allowed if the gamma spectrum of 
the activated sample consists of only a few clearly separated peaks [5]. 

10.5.6 Influence of peak fitting 

The reconstruction results are highly sensitive to the way the peak positions 
and areas are determined. As mentioned in Section 8.2.1, the set of fitted peaks 
and the set of predicted peaks must have the same dimensions or the same list of 
peaks. An instability occurs if in some spectra: (i) a peak is not fitted on exactly the 
same position and may therefore be assigned to different elements or (ii) a small 
peak is found close to another, larger, peak. 

Until now, the first problem is acknowledged and accounted for by fixation 
of peak positions over all spectra, based on the peak position in the sum 
spectrum. Therefore, the sum spectrum is fitted first. But this solution for the first 
problem may enlarge the second problem if the fixed position is not correct for all 
spectra, due to counting statistics, and hence another peak is fitted on the shifted 
peak. This is not very likely to happen, though, given the stable temperature in the 
counting room and the regular tests of the stability of the detector and associated 
electronics. 

10.5.7 Composition of (radio)nuclides or elements list 

Before the reconstruction is started, time can be saved and precision can 
be gained if a list is used that contains the relevant elements for which a 
reconstruction has to be performed. It will save time by not necessitating 
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reconstruction of detection limits and noise, and it may decrease the size of the 
independent sets of elements if the skipped elements have the same gamma-ray 
energies as elements that are on the list. The latter will also improve the precision 
of the reconstruction results because peaks are assigned to fewer elements. 

10.5.8 Improvements of MLEM. 

Notwithstanding the conclusion in Section 8.5.3, still some improvements 
may be reached in using the MLEM algorithm. Knowing that MLEM gives a better 
solution but uses more iteration steps, it is worthwhile to apply methods to 
accelerate the algorithm [6]. The methods may be applied in REDNAILS if it can be 
changed in such a way that the reconstruction matrix has the shape of a point 
spread function. 

For noisy data sets best results can be found when the algorithm is 
regularised [6]. Though this will smoothen the result, it prevents noise 
amplification as reported for the noisy test cases in this chapter. Hence the 
regularised solution is more realistic. 

Another improvement of the MLEM iteration is found by Byrne [7] for sets of 
solutions that can be limited between a certain bandwidth before the iteration. 
REDNAILS would also allow for such a bandwidth, defined between zero and the 
maximum amount that the iteration now uses as starting point (i.e. the amount 
obtained if all counts of a main peak are assigned to the voxel in front of the 
collimator). 

10.5.9 Reconstruction methods and data presentation 

If spatially more complex measurement set-ups are used, like the detector 
arrays and coded aperture collimation described in the previous section, then the 
reconstruction of the spatial element distribution becomes more detailed and 
more complex as well.  

One way to estimate the spatial distribution of the elements to some more 
detail after the reconstruction is interpolation or ‘kriging’. 

The reconstruction results can be interpolated to get a more detailed 
element distribution profile. This can be done in two dimensions: in vertical and in 
rotational direction. For a profile in radial direction, more measurements should be 
applied, where distance to the centre is varied.  
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For interpolation the reconstruction results itself must be stable enough. If 
the concentration does not vary significantly between two points, the 
concentration may be assumed to be constant. Considering the results in Chapter 
9, this means that for some elements (e.g. the matrix elements in Sample 1 in 
Chapter 9) it is not possible to interpolate in rotational direction. More stable 
results are reached then with considering the layer homogeneous (before 
reconstruction) or averaging (afterwards). 

10.5.10 Further interpretation of transmission measurements  

As concluded in Chapter 7, the method for determination of the linear 
attenuation of gamma rays results, renders attenuation coefficients that agree 
well with known values. Figure 4 in Chapter 7 shows even that from the 
transmission measurements we are able to derive the specific mass of the voxel. 

This value can either be used for further interpretation of the calculated 
element amounts per voxel towards element concentrations (in mg/kg), if the 
value for the density shows not too large variations between the voxels or as a 
caveat for large variations in density of the voxel. The latter may indicate large 
sample matrix inhomogeneities. 
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Summary 
REDNAILS 

Neutron Activation Analysis of Inhomogeneous Large Samples - 
An Explorative Study 

Neutron activation analysis is a powerful technique for the determination of 
trace-element concentrations. Since both neutrons that are used for activation and 
gamma rays that are detected have a high penetrating power, the technique can 
be applied for relatively large samples (up to 13 L), as demonstrated by Overwater. 
This technique resulted only in average results for the element concentration, 
which led to the following problems. Firstly, the result for a (simple) single sample 
doesn’t give information about the representativity of the sample related to the 
population it was sampled from. Secondly, evaluation by  Overwater of the impact 
of element distributions on the correctness of results indicated large errors, up to 
100%, without being noticed by the analyst if no extra measures were taken.  

A method that provides information as to the spatial element distribution 
may overcome these problems in a reverse order. Firstly, if the element 
distribution is known, then the total amount of the element in the sample can be 
determined more accurately. Secondly, the element distribution gives information 
about the inhomogeneity of the sample; if the sample is a composition of 
subsamples the results also provide information about the representativity of the 
sample and the inhomogeneity of the population. A third advantage is that such a 
method would provide information about the structure of the sample. This may be 
of interest for e.g. geological samples. 

Therefore the study underlying this thesis was started. It explores methods 
for determination of element distributions in large samples using the principles of 
Neutron Activation Analysis (NAA). 
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 Chapter 1 provides a view on the development of NAA from the beginning 
until the recent steps that are described in this thesis. In Chapter 2, the problems 
of representative sampling in the analysis of inhomogeneous bulk materials are 
briefly discussed. As mentioned above, this is one of the major problems that 
asked for a solution as explored by this thesis work. 

Methods and results are presented in Chapter 3 through 9. Chapter 3 gives 
the framework of and constraints for this study (the design of a method for 
neutron activation analysis of inhomogeneous large samples) and describes the 
steps in the design of the method that are not part of this study. It points to 
Chapters 4 through 9 for those parts that constitute the thesis work. The method 
is an extension of the so-called “holistic approach”: for each element in each voxel 
a response matrix is calculated for each measurement. From this set a weighted 
subset is chosen by fitting towards the most likely solution using expectation 
maximisation (MLEM) or using the conjugate gradient method with a nonnegative 
constraint (CGNN), see Chapter 8. 

As discussed by Overwater, the largest errors in LS-INAA can be expected for 
inhomogeneity of trace elements due to a wrong correction of the gamma-ray 
detection efficiency. Therefore it was decided to use his methods for calculation of 
the neutron flux distribution in the sample without any caveat or correction for 
local fluctuations in the parameters for neutron interactions due to 
inhomogeneities. 

The method for calculation of the detection efficiency for gamma rays is 
described in Chapter 4. Firstly, a series of Monte Carlo simulations has been 
performed to determine the detector efficiency as a function of gamma-ray energy 
and the dimensions of the path of the gamma ray through the detector. These 
results have been used for a method that enables to determine the gamma-ray 
efficiency for any point in the sample. Correction for attenuation in the sample and 
collimator are included. Methods for calculation of the local attenuation 
coefficients in the sample are presented in Chapter 7. 

For the measurements, the set-up as developed by Overwater was used as 
a starting point. In Chapter 5, the optimisation of the set-up for the new 
measurements is discussed. Assuming a method of collimated scanning in vertical 
and rotational direction, the sample is considered to consist of wedge-of-cake 
shaped volume elements (voxels), and optimal collimator opening and voxel size 
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are discussed. It is mentioned that also the constraints for a particular sample 
have to be taken into consideration  

In Chapter 6, a quick scanning method is presented, that provides 
statistical information about the sample in order to decide whether the sample is 
homogeneous enough to analyse it via the method of Overwater. Otherwise, it 
should be analysed using REDNAILS. 

Chapter 8 discusses the above-mentioned reconstruction algorithms. They 
are tested against a few mathematical samples. In Chapter 9, REDNAILS is tested 
with practical samples after some adjustments based on knowledge of the general 
sample contents. It is shown that the method gives in most cases sufficiently 
accurate results, but in some cases local fluctuations in the parameters for 
neutron interactions due to inhomogeneities cannot be neglected. 

The thesis work and the resulting methods as a whole are discussed in 
Chapter 10. A list of parts that need further investigation is provided. Further 
development of the method requires in particular an answer to the question what 
REDNAILS is practically to be applied for, since that will set proper criteria for an 
optimal design. 
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Samenvatting 
REDNAILS 

Neutronen activeringsanalyse van inhomogene grote monsters – 
een verkennende studie  
(Neutron Activation Analysis of Inhomogeneous Large Samples - An 
Explorative Study) 

Neutronen activeringsanalyse is een succesvolle analysemethode voor de 
bepaling van de concentratie van sporenelementen in monsters. Omdat zowel 
neutronen als gamma´s een hoog doordringend vermogen hebben, is deze 
methode bij uitstek ook geschikt voor de analyse van grote monsters (tot 13 liter) 
zoals aangetoond door Overwater. Zijn methode leverde alleen gemiddelde 
waarden voor de element concentraties. Dit leidde tot de volgende problemen. Ten 
eerste geeft het resultaat van één monster geen informatie over de 
representativiteit van het monster voor het grotere geheel waaruit het getrokken 
was. Ten tweede, evaluatie door Overwater van de juistheid van resultaten toonde 
grote fouten, tot 100%, ten gevolge van, kan een inhomogene ruimtelijke verdeling 
van elementen in het grote monster, zonder dat de onderzoeker dit zou merken 
als geen aanvullende maatregelen zouden worden getroffen. 

Een methode die informatie geeft over de ruimtelijke verdeling van de 
elementen zou bovenstaande problemen aanpakken, te beginnen bij het laatste. 
Ten eerste, als de ruimtelijke element verdeling bekend is, dan kan de totale 
hoeveelheid van het element in het monster nauwkeuriger bepaald worden. Ten 
tweede geeft de element verdeling informatie over de inhomogeniteit van het 
monster. Als het grote monster een compositie is van random verzamelde kleinere 
monsters, dan zal het resultaat ook informatie geven over de representativiteit van 
het grote monster en de inhomogeniteit van de totale partij. Een derde voordeel is 
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dat een dergelijke methode informatie kan geven over de structuur van het 
monster, wat interessant kan zijn voor bijvoorbeeld geologische monsters. 

Gezien bovenstaande overwegingen is het onderzoek gestart dat ten 
grondslag ligt aan dit proefschrift. Het verkent de methodes benodigd voor de 
bepaling van element verdelingen in grote monsters gebaseerd op de principes 
van neutronen activeringsanalyse (NAA). 

Hoofdstuk 1 voorziet in een overzicht op de ontwikkeling van NAA, van het 
begin tot de recente stappen die worden beschreven in dit proefschrift. In 
hoofdstuk 2 worden de problemen van representatief bemonsteren voor de 
analyse van inhomogene partijen kort bediscussieerd. Zoals hierboven genoemd, 
is dit een van de grote problemen die een oplossing, zoals verkend in dit 
proefschrift, benodigden. 

De methoden en behaalde resultaten worden beschreven in hoofdstuk 3 tot 
9. Hoofdstuk 3 geeft het raamwerk van de methode (het ontwerp van een 
methode voor neutronen activeringsanalyse van inhomogene grote monsters) en 
de randvoorwaarden. Het beschrijft ook de stappen van het ontwerp van de 
methode die niet speciaal in deze studie zijn uitgewerkt. Er wordt verwezen naar 
hoofdstuk 4 tot 9 voor de onderdelen die wel het werk voor het proefschrift 
betreffen. De methode is een uitbreiding van de zogenaamde “holistische 
benadering”: voor elk element in elk blokje van het monster (voxel) wordt het 
verwachte gamma-stralingsspectrum berekend voor elke meting. Van deze 
verzameling wordt een gewogen deelverzameling gekozen door die het best past 
bij de echte metingen. Dit kiezen kan via twee strategieën: de meest 
waarschijnlijke oplossing wordt gezocht door maximalisatie van de 
verwachtingswaarde (MLEM), of het verschil tussen voorspelde en gemeten 
metingen wordt geminimaliseerd door gebruik te maken van de geconjugeerde 
gradiënt methode met als randvoorwaarde dat concentraties niet negatief mogen 
zijn (CGNN). Dit is beschreven in hoofdstuk 8. 

Zoals besproken door Overwater, kunnen de grootste fouten in grote 
monster NAA verwacht worden met inhomogene sporenelementen ten gevolge van 
een verkeerde correctie voor de detectie efficiëntie van gammastraling. Daarom is 
gekozen zijn methode voor de berekening van de neutronen flux te gebruiken, 
zonder correcties voor fluctuaties in de neutronenparameters ten gevolge van 
inhomogeniteiten, op kleinere schaal dan nu al gebeurt in zijn methode. 
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De methode voor berekening van de detectie efficiëntie voor gammastraling 
is beschreven in hoofdstuk 4. Allereerst is een aantal Monte-Carlo berekeningen 
uitgevoerd om de detectie efficiëntie te bepalen als een functie van de energie van 
de gammastraling en de dimensies van de weg van de gammastraal door het 
detectorkristal. Met deze resultaten is een methode ontwikkeld die de detectie 
efficiëntie kan bepalen voor elk punt in het monster, inclusief correctie voor 
verzwakking in het monster en de collimator. De methode voor de bepaling van de 
locale verzwakkingscoëfficiënten wordt weergegeven in hoofdstuk 7. 

Voor de metingen is uitgegaan van de opstelling van Overwater. In 
hoofdstuk 5 wordt de optimalisatie van deze opstelling voor de nieuwe metingen 
besproken. Uitgaande van een methode van gecollimeerd scannen en verticale en 
rotatoire richting, wordt het monster beschouwd als te zijn opgebouwd uit 
taartpuntvormige voxels. De optimale collimator opening en voxel grootte wordt 
bediscussieerd. Daarbij moet genoemd worden dat daarbij ook de 
randvoorwaarden van een bepaald monster in acht moeten worden genomen. 

In hoofdstuk 6 wordt een snelle scan methode gepresenteerd die 
statistische informatie oplevert over het monster, om te kunnen bepalen of het 
monster homogeen genoeg is voor analyse volgens de methode van Overwater. Zo 
niet, dan moet geanalyseerd worden met behulp van reconstructie van de element 
verdeling van met neutronen geactiveerde inhomogene grote monsters 
(REDNAILS). 

Hoofdstuk 8 bespreekt de hierboven genoemde reconstructie algoritmes, 
waarbij ze worden getest met behulp van mathematische modellen. In hoofdstuk 
9 wordt REDNAILS getest met monsters uit de praktijk, na een aantal 
aanpassingen gebaseerd op kennis over algemene eigenschappen van monsters. 
Aangetoond wordt dat de methode in de meeste gevallen accurate resultaten 
levert, maar dat in enkele gevallen lokale schommelingen in de parameters voor 
neutronen interacties ten gevolge van inhomogeniteiten niet genegeerd kan 
worden. 
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