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ter t, INTRODUCTION 

Hound, a4 we percieve it, is physically nothing but vibration of 

the aly, of a certain kind, strong enough to be detected by the ear. 

hie detection starts with relatively simple mechanical movements of the 

tympanto membrane, Vollowing the path of the hearing centralward, via 

the middle ear, the inner ear, the several auditory nuclei to ultimately 

the auditory cortex, the complexity of neural processing increases ex- 

plosively. In the central nervous system the underlying processes are 

eleotvoehemieal in nature; in the cochlea (or inner ear) the acoustical 

energy of the sound stimulus is transformed into electrochemical activity 

in neuvones. In Fig. I-] we see the field of our interest: the peripheral 

auditory system. 
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Tt performa an encoding of sound into impulse pattarna in the audivory 

nerve, 

A short description of the peripheral auditory syatem followat 

Sound waves cause vibrations of the tympanic membrane whieh are 

transmitted to the cochlea via the middle ear ossicles. The middie ear 

takes care of the impedance match which is needed because vibrations in 

the air have to be transferred to vibrations in fluids, the perti@ and 

endolymph within the cochlea, From our modelling point of view the mid= 

dle ear is of minor importance. Its filtering action im readily absorbed 

in the much more drastic filtering which takes place in the inner ear, 

The transformation of mechanical movement to electrical activity, the 

so-called mechano~electrical transduction, is accomplished in the Loaner 

ear (see Fig, 1-2). 
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Fig. 1-2 Cross section of one turn of the cochlea, Prepared from a 

midmodiolar section of a cat's cochlea 

(reproduced from Dallos (1973)). 

Movemanta of the fluids dn the cochlea cause vibrations of the banllar 

menbrang., The vibrationa diselowea a frequency selective action of the 

embrane such that different frequency components of the acoustie aeimw 

lus are more or lena weparatead on dt, Le da on the bandilar membrane chat



the mechanoreleatrical transduction is accomplished by the auditory re- 

eptor aalla, the hair cells. Mechanical excitation of a hair cell leads 

tn an unknown way to excitation of the primary auditory neuron which 

lnnervaten the hair cell. The primary auditory neuron conducts all or 

nothing events, impulses which can be picked up with the aid of a micro- 

electrode, 

The ultimate mechanical movements in the inner ear or cochlea are 

extvenely omall in amplitude; the cochlear processes are so vulnerable and 

{im wtructures so delicate that direct observation of cochlear function- 

(ng aa a whole is still beyond all possibilities. 

Hotwithatanding the scarcity of direct evidence, many theories exist 

about the action of a hair cell (see e.g. Evans (1975)). Roughly the 

following te the case: The movement of a hair cell is accompanied by 

a wetiheane potential change of the cell: the receptor potential. 

Prasumably the wellknown phenomenon o£ cochlear microphonics is 

the group electrical activity of many hair cells. These 

wmenbeane potential changes will be coupled to a transmitter release. 

Vin wyndpaed between the hair cell and an auditory nerve fibre this re- 

loane will exeite the latter, eventually leading to the appearance of 

nerve apikea, These will travel to the central nervous system. In cat 

the activity in some 30.000 nerve fibres constitutes the encoded version 

of the acoustical stimulus to one ear. 

hte global description of the various stages of the encoding pro- 

coon can be used aa a basis for modelling, Such quite crude models which 

exiat today have interesting properties and they can certainly serve as 

fruitful tools in auditory research. 

in addition to this approach several indirect physical and physio- 

Jogleal methods for measurement of cochlear functioning exist which, in 

the last decades, yielded a wealth of experimental data. These are also 

of great use in studying the cochlear encoding process. 

Yor several reasons it is important to understand the encoding pro- 

Gewat apart from pure scientific curiosity and academic interest, insight 

iu necessary whenever we attempt to help people suffering from loss of 

finetion of thelr peripheral hearing apparatus. L£ we want these patients 

to veestabiieh contact with the for them so dead world (Davis (1947) 

a — _ — 

page 395) , a profound underatanding of the encoding process might asar 

iat the construction of an encoding apparatue that could deliver meaninge 

ful messages via an électrode array on their intact VITTth nerve, 

One way of gaining inaight ia to structure the many experimental 

data by means of modela, Modelling can be done in several waya. In thie 

context, a model is a more or less abatract, mathematical, desaripelon 

of the signal transformations which are involved. Such a model ean be 

realised in software, as a computer program, or in hardware, ae phyaleal 

components Lumped together. In the ideal case, a model ahould not only 

show the correct input-output relations but its steps should alae, in 

details, correspond to processes in the actual course of the algnal tranie 

formations. In this thesis, our modelling work will be concerned with 

both these aspects. It is hoped that in this way, via an interaction ba» 

tween computation and verification, between hypothesiaing and rejeetlon, 

between the study and the Laboratory, a working method in chosen that at 

least haa gnawed at the boundaries of our ignorance in thia field, The 

uncertainty is still so great that Evans (1975), after summing up several 

problems in modelling the cochlea, complains: "At least all thane CindLinga 

underline our almost complete ignorance of the processes lying batwaan 

the displacement of the basilar membrane and the generation of nerve 

impulses in the cochear nerve." 

In our model work some restrictions had to be made, Virat, the 

modelling only concerna the encoding process of low frequency tuned 

fibres (frequencies less then 5 kilz.). Thie ip due to a restriotion of 

the "reveor method" (see chapter [1). Second, mainly vesponses to atatloe 

nary, wideband stimuli are treated for reasons of aimpliclty (see ehapler 

Il for different stimulus situations). 

The atructure of this thesis in as follows: 

Chaptera TT and T11 both contain the above outlined interaction between 

theory and experimental outcome, 

Chapter IT deseriben an analytical method. Thia method enables ua to tant 

a most simplified and condensed model via a “simulation method", The none 

linearity of the encoding proceas gate much attention, Central in chapter 

TT atanda the "revoor function", (Looked upon in a more general way, the 
"vyevoor fundtion" la proportional to the firateorder kernel of the 

VoltorraeWiener expansion see Hung and Btark (1977) for a review of the 

 



  

VolterraWiener approach, This aspect is being dealt with in chapter 

V1),In ehapter IIl three more specific and refined versions of the basic 

model from chapter IT are treated and their properties, as far as rele- 

vant for our atudy, described. These properties are brought into connec- 

tion with physiological phenomena known from literature, notably atten- 

tion ie given to analogue reasoning with the better known process of spike 

inivlavton in motoneurones and synaptical processes at the nerve-muscle 

tranattion, Tt turns out that the most fundamental difference between 

the thvee models resides in their tails: the firing models. 

in chapter [V a mithematical analysis is given of the models of chapter 

111, Relations between the model's outcomes and the predictions via the 

simulation method are calculated. The results of this analysis enable 

ue (ohapter V) to interpret an experimental result obtained from the 

cat's peripheral auditory system. It is concluded that, without adjust- 

Went, the Outcomes of all three models do not agree with the experiment 

al wewult . The reason for this disagreement is, in the second part of 

ohapter V, sought in the firing model . Then a generalised firing model 

te intvodueed, which is submitted to the same mathematical analysis as 

the other models. This procedure leads to new insight for the interpre- 

tation of the experimental result in terms of the firing model . In 

ehapter VI the models of chapter TIT are reconsidered in the light of 

the Gubeomes of chapters IV and V. 

Attempts to adapt the models in order to remove the disagreement found 

in ehapter V lead, in a quite natural way to a reappraisal of Weiss' 

firing model, The chapter ends with some questions that remain. 
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On cochlear encoding: Potentialities and limitations of the 
reverse-correlation technique 

E, de Boor and MH, A, de Jongh 

Miyates Laburaiory BNE Daparemant (KNO) Wilhulinina Hoxpiiat Amierdum, The Netherlands 
(oowived 20 Novenber 1976) revived 27 June 1977) 

Thi paper Preenth W dewription of the Interrelation between two MOF Propertion of the response 
fecordable from auditory nerve fiber: frequeney selecivity and partial avmehrony between stimuli and 
fonprnne, TH the courie of his work (he Inflienve of nonlinearity On (he eaohlenr encoding proce ean be 
wssenied, Tho theory of the revenecorrelation wehnique In derived ih a moel general Way. It te bawed on 
8 model in whieh W flter—danimed Lo be Hnearie followed by a slochantie pulve generatorthe 
probability of producing an output pulve being an instantaneows but nonlinear function af lis Jn pul signal 
Insole ae auch a model represents stimulus transformations in a PeMaryY duditory Neuron, the feehnique 
ON be applied (othe rosponyes recorded from an nuditory nerve fiber, Several illustrative examples of 
experimental reverve-correlation (unetlons abbreviated) reveos funetiony are prevented and disqusyed 
‘These finetions have ihe general character of inpulne responses of sharp bancdpans filter They slew very 
Hite phase modulation. Mor noise stimull of up to 70 di per ihied ogtave de revear funetlons wre aliwoat 
Invariant, Above that level sone (out noi all) of the reveor findtions ahow & loWn Of frequency sleutivity 
Wa nerve fiber can be contacted for a svMelently long time, it is pomible to eonpare (he respanse with 
(hal Of a model filter, ih which the reveor function Of that Aber is substituted as iis inpulie response The 
OMI signal Of the model filter is shown to be a Very good predictor of the firing probability of the fiber 
Wider study. This property is demonstrated for noise ax well as for tone simul, There is ourpriaingly little 
Widener of nonlinear Altering in thew rowulis, This soalled simulation method ean also be applied when 
the stimulus is switched on and Of The rosuliy show, apart from effects due io (tering, clear 
Manifestorions of fiat adaplation, Again, the Altering appears to be independent of the latter effeut 1 ie 
eoncluded that for wide-band noive and single-tone signals the firing probability is predominantly 
controlled by o linearly (iered verlon of the agoustionl stimulus: this constiluves the prinelple of yewsle 
coli, The eonsplenous nbsence of nonlinoir effects In the cesults can partly be expluined ii terme of the 
Foapariie propertios of a class of networks in whieh sliarp Miering oeeuts after He generation of nonlineur 
distortion products TH can then be predicted that this property will held only for wideband and tonal 
Amul) That our results show so little evidenee of cochlear distortion appears to be a property of signal 
(ansformations and ii not due to linearization tendencies of the experimental method 

PACS numbers) 45.63. Pd, 4.65,Bq. 430)Ne, 60K 

INTRODUCTION hdrve (iberé exhibit ie usually deworibed in bernie af (ite 
ermined for pure@etone at ' 

In (he past decades many aludies have been dedicated Ing curved, otermined for pues (Ghe mCitUih sea 
to the renponsea properties of alngle auditory-nerve f- 

bere (primiry auditory neurons), In this paper we will 

describe the relation between two of the mainpropertios, 

namely (requency soloctivity and time locking (ayn 

elrony), a4 revealed by the application of modern on« 

line computing techniques, The results deseribed in 

thie paper oxtend the concept of partial synchrony be- 

tweon stimulus and response to include stimulation with 
etochantic and with nonstationary signals: noise and 

fone bursts, [tia shown that for each neuron a linoar 

tansform of the stimulos can be constracted in such a 

Way that the nerve fibar’s firings show a great deal of 

synohrony with it, For the type of stimull used, this 

Confira le validity of & model of 4 primary auditory 

Neuron which containg & Linear filter as the only fre. 

(uondy selective part, The model can be used daa fun» 

Hional model te,, Lean predict inputeoutpot relations 

in dotail (input being the aeouatioal Input lo the ear and 

OUuIpUl the (ein of we tian polentiale ina nerve her), 

A lavge number of such models, oadh represent a 

troup of primary auditory neurcie, can verve ae 

Ainplifiod representation of Hie cochlear eneoding pro 
Conn, 

The frequency aelactivily at redponwen of widitunye 

Owe, Klang ef at,, 1000; vans, 107%.) A luni enews 

shows the boundery along whith a certain ino renee in 

spike rate due to the presence of the stimuli ie oleerved. 

An a result of several nonlinear phenomens the juryes 
dotermined for different increases in epike rate aloe 
(he spontaneous rate are not parallel (o.¢,, Mose ef ah, 

1967), 

A second important property of auditory nerve [ieee 

is the partial synehrony of the fine with tie waves 
form of the #Uimulus (lind ef af, 100%) Anerson a 
l,, 1071; do Jongh, 1072), Tiere in a Ltt to the aye 

chrony betwoon wlinulie and roaponme; Mor elinull 
above 6 kiln the effoet oan io longer be demenetrated, 
Thin Limiting behavior dogs not soem Lo be due tO errors 
ov indecuracion in the meamurement of the qpodhe at 
norverfiber wetlon potentiile, but to an intelnale Lining 
limitation in the nervoun exaltation procems. 

The third property of coohlewr Craneduelion whieh be 
reflected by the reaponwe puttorn of muliiorynwrye fhe 
bere Le nonlinearity (Sache and Kidng, 1000) Maehe, 
1000; Goldelein and Kiang, 1000) Gobliok and Meitler, 
1000), Mee for a review papor Pfeiffer and Kin, 1a 

‘Yo howe Honlinear phenomena we may wld proportion 

8 A Aeounts fen Arm GML dan, 1000. O00 1 an08//A76001.0) 181800, AE HAD 7H Avountiial Hawley at AWM TNA, 
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‘Nal seem tobe mainly of & typioal neural character, +A = 

uel ae adaptation (o.g., Smith, 1078), saturation wit) — " yi) 

[Hane of at., 1005), and the deplotion effect deseribed 
by Gray (1000), ‘This iw certainly a bewlldoring situa- 

flo, and we may well anak what type of simple model 

Will deserive the encoding for everyday signals such as 

Woliial evlen and human apeech, 

fy ile paper 1 will be shown to what extent the prop- 

welled (eequendy weleetivity and aynohrony ean be ed 

fawether by a Mneay type of model, For linear systems 

{Lie ponmible to extract the parameters by operations 

fn dtodhaatio (ipl and output mignaln, Such a technique 

ban also be waned to extract the dynamic response char- 

haleriation from a stochastic, frequency-selective sys- 

fam (hat dedeple an Analog Hignal ad input signal und 

Priioe A werlen of impulpen at the output--tho tech- 

Wique of Oeiggered correlation (de Boer and Kuyper, 
1008), ‘The applioation of this technique to cochlear 
(iyalolowy in known as reverse correlation (de Boor, 

1007, 1008, 1000), 1000b; de Boor and Jongkees, 1968). 

The method involves alimulition of the ear of an ox- 

Periienial ania! (Oat) with white noise, recording of 

the Wale of detion polential# from & aingle fiber of the 
audilory nerve, and compulation of a specific typo of 
rome correlation finetion, Wor each fiber the result 

comes Wh the form of a lime finetion, whieh can be as- 

eodiated with te nerve ber aludied, ‘That function is 

jnown ae the “reveor finelian” (reverse-correlation 

finetion) of the fiber, The Pourier transform of a rev- 

oor Cinetion lie (ie elaraoter of & bandpasa-filter fre~ 

qieey PHApONnNe) the CorroAponding frequency response 

funolion Hae extvemely aleop elopen and, in fact, im very 

wioihir lo the fureetone lining curve (de Boer, 1973), 
funtion | of the present paper presents the derivation of 

the theory in a moat Meneral way and veports the wave- 

simp of lypioal voveor functions for a number of pri- 
mary auditory Houronn, 

1H view of (he inany and strong nonlinoarities in the 
ewtion 1 peeme al frat aight nol fruitful to pursue a 
linear analyaig (oo far, It ia shown in Sees, I and tu, 

however, iow well the reveor function of a nerve fiber 
oun We ined (Oo pradiel detailed temporal properties of 

the Civer's response to wide-band signals and tonebursts. 

Vor this purpoue the response of the actual physiological 
yojralion ie Compared with that of a model in which a 

inoay Hiller to the only frequency-selective element. 
The voveor finelion in substituted as the impulse re- 
sponie Of (hie filtoy, 1 in found that the firing probabili- 

iy of (he neuron is nearly proportional to the rectified 

ull of the filter, Uke holds true for neurons with 

yononaime frequencies (C¥'s) of 2 kHz and lower, For 

nouirone With higher resonance frequencies the firing 

probability Wohaves aa a linear (low-pass) transform of 

the veotified oulpul of the model filter, The success of 

thie so Oulled “almulation procedure” can be interpreted 

fo moan (hat the neural transducer mainly reacts toa 

Hiwarly Hiteved yorulon of the stimulus, the so-called 
jnwiple of apooitic coding (de Boor, 1973), and that 

i (he ooehloar Milering process, nonlinear effects are 

fol ery Lniportant, This conclusion is wubject to the 

yoatelotion of widesband aUimulie mignale and ingle 

A Aaanint, oe, Ain Vol, Mos 1, Jarwnry 1070 
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VIG. 1. Linear system driven by a stochastic signal. 

pure tones and it cannot be expected to hold true for 

signals with steep slopes in their spectrum (single- 

sideband signals ancl tone complexes). 

For stimuli with an abrupt onset the picture is com- 

plicated by adaptation. The influence of this effect can 

easily be separated from the filtering process and again 

there appears very little evidence of nonlinear filtering. 

In other words, nonlinear filtering or time-varying ef- 

fects do not substantially upset detailed temporal rela- 

tions between the stimulus signal and the nerve fiber’s 

firing probability, This holds true for stationary as 

well as transient wide-band stimulus signals and for 

tonebursts, 

In Sec, IV several specific topics are discussed re- 

garding the use of the reveor function and the canse- 

quences of the results, [t is concluded that, as far as 

the prediction of firing patterns is concerned, the model 

with a Linear filter is sufficient for describing cochlear 

encoding for most if not all signals occurring in every- 
day life, A tentative explanation is offered for the cb- 

served near-invariance of reveor functions for varia- 

{ions in stimulus intensity, Furthermore, the conspic- 

uous absence of nonlinear filtering effects is discussed 

in terms of the BPNL network (de Boer, 1976a). As far 

as cochlear filtering is concerned, nonlinear effects 

appear to be of a type that leaves hardly a discernible 

trace in the processing of wide-band signals, This is 

consistent with the idea that nonlinear effects occur on 

a “wide-band” basis and that the distortion products 

generated are affected by sharp bandpass filtering, 

However, this is not the only possible explanation. 

1. REVCOR FUNCTIONS; THEORY AND 
EXPERIMENTS 

We first derive the basic theory behind the reverse 

correlation technique, Note that the present derivation 

differs from the one used when the method was original- 

ly derived (de Boer and Kuyper, 1968), Consider a 

linear system L (Fig. 1) with a stochastic signal x(!} at 

its input terminals, and let y(t) be the output signal. 

The cross-correlation function #,,(r) is defined as the 
time (or ensemble) average of the product x(f+7)xy(): 

Prylt) =x TINIE) , (1) 

where the bar indicates the averaging operation. For 

the system of Fig, 1 the following relation holds: 

Gelt)= | Patt 40)xh(o) do , (2a) 
% 

where #,,(T) is the auto-correlation function of x(t) and 

h(t) is the impulse response of the linear system L, [f 

white noise is chosen for x(/), the relation becomes par- 

ticularly simple 

——_ 

WwW Fe Ber and HAL de Jengh) Couhionn wndoediny 

O(N eNler) . (ah) 

/The ayaten of Pia, Ola more complex; (tenn be Waad 

ae a nodel for a peiary auditory neuron! te deaertibe 
the Hraneformation of the aeoustio atiinulon migmal wi) 

Hito a tenth a(t) Of impulnen recordable from the pertinent 
horve fiber (of, Mlebert, 1000; Duithule, 1072), The 
probability of firing #0) of the pulme generator PO ta uae 

sumed (0 be a noemMemory nonlinear transform of the 

wimnal v() produced by 4, Mor thin ayatom the cromne 

correlation funotion @,,(r) can eonveniontly be defined 
ion time average 

cr)euin Af xeoreqrat ‘) hd a tJ, * vryayadl, ( 

Hf aff) Conaivta of a number of 6 finetions 

alt)» 2 Oe =t,) (a) 

this ean be reduced to 

1 xh 
Peal) Um 5p Dy ver), (5) 

whore /, ((o1,.,., Ne) denote the Ny instants at whieh 

Horve Unpulsos are detected in the time interval 7, 

Vor the purpose of analysis, the system of Fig, 2 can 

be redrawn as in Fig, 8, Hore the pulse gonerutor in 

Iineury The probability of firing pi) is proportional to tte 

input mignal a(t), All nonlinearity ia lumpod into the no- 
memory nonlinear element NL whieh, in particular, en- 

apes that the signal 2() never becomes nogative, [ie 

easy to underalind that the crose-correlation function 
(7) is proportional to @,,(7), According to Prive'a 

theorem (Price, 1098) the latter funelion ts proportional 

10 (7), Wt least when v(t) is Gaussianey(0 is then 
Gaidalan too, Honce 

Wilt) @ CRP (1) . (0) 

In lorme of qa, (2) this moans that for a compoaite 

system ae depicted by Fig. 2, the waveshape of the 

linear system's impulse response W(t) can be re- 
Covered from & correlation measurement on aloehautle 

Hnput tne oulpat wignate, tx) in a white-noise dignal, 

the relation becomes 

Nira Op, (7) , (7) 
The function ?,(=7), obtained with while-nolae {nput, bo 

the revernercorvelation finetion, abbreviated: reneor 
Janetton, 

Lol Us Genome that the model of Wig, 2 represents i 

peimary wuditory nowron, Then the aume anatyain ean 

be applied to monsure the proportion of the Linear filter« 
hg alage, The appropriate experiment involyen almul- 

taneous obmervation of the anwlog input minal (prelerably 
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white noine) and the output aignal, ie., Cie serion of 

wotion potentials ("event") rovorded fron a wingle wut 

tory nepve fiber, The corputation ahould be leigmanat 

by the fat initial eden of the wetion potantinin, and 

procead pedording to lq, (8), Mineo Uile equation ean 
(aina Only a Hum of parte of Ihe yom ienile taken at 
and around (Or, prion to) (ie instante 4) al whtel afi) 
contiinn an impuleeethe wetial conpulalion af the 
crommecorreladan finetion la vory aimple iitoed, 

Tho derivation presented above provides tie weneral 
(heavy behind the method of reverse correlation ae (ip 
pliod to the mtudy of the eoehloar encoding proeowsa, UH 
nhiould be noted that the method dows not “oxiet! without 
amodel: t,0,, ite result oan only be expronnad ih teenie 
of Uhat model, In other worda, the result of the ouput 
mental prodedire, which eomen i) the fern) at an (ie 
biawed) ontimate of the vevoor function, ie nothing mere 
than © parameter of the underlying model (ip, it 

the appropriate parameter ia subetituted, the pede 
should provide an optional miateh to the oxpertnental ale 
servations, ‘The validly of the model in w more jeneral 

songe must be justified by an independent teat, Buel a 

(ont Ie described in Bec, i, 

Wo now presen! some typiaul renulte of the wpplioation 

of the reverse-corrolation procedure to POHpONad oe, 

corded from audiloryenerva fibers, ‘The experinental 

setup ts dohomatived in Fig, 4, Anonthetived oate 

are Used As experimental aniinaie, Cho aCe alate 
White noldo—=v(¢) 1d presented by ah earphone vin a 
cloned acovatio ayatom, The (olectriont) minal vi) te 
fod aldo to the computer (DEC PPO), Mon tile tae 
mont on, the alignnto(/) damien the Pole of the ative 
oigmil, Thus, the electrondoustionl treanafter fonetion ta 

absorbed in the linoar syatem 4 of (he motel, Anton 
potentials recorded from an audiloryenerve file are 
converted into pulwes and sent to the computer via 4 

digital channel, ‘The prowedure outlined in the previ 
pArageaphy calle for procommliye of tho atioulue algnat 
v(t) a8 guided by the oecurvenge of aolion polontiale fee 
corded, Sinae only negative valuew of 7 are lavolved 
[of, Wa. (2b)] the proceawing involves addition af atinue 
lus Mina) fragmenta Thut oeeur pelOe Lo ead WOLLON je 
tontlal, ‘To achiove Uiin, the computer Gontiniioualy 

readé in (hey HHENAL Vik Me analogs toed lint aymtony, 
Ho (hat the Lromediate pant of ef) (over, ecm, OO mind te 
available overy tine an action potential ia detweted, 1 
i lo be noted that in an aotual experinwnt only aby ithe 

mate of the revoor function Gan be obtained, due to the 
Limited (ine of observation, Appandix A given mute die 
(ln Ghoul experimental and computational prieedirens, 
calibration, polarity eonventiona, oto, 

Wi ron Bet mow exper imontal romutin for foun pele 
Wary MUKONY AAUHONA MenmuNed Lh Tali, Tiree Olu) 
C(a), Oi), ane (a) ehow Une wavdahapen at Ihe raven lune. 
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FIG. 4. Setup to measure a 

Harphone 
reveor function. 

Oscil- 

other 

Fhystot, prep, feat) periphorat 
equipment 

tion ae Uhey ave obtained aftor the processing of more 

Kiun 4000 dation polentinin, The functions are measured 

will whileenolne atimull prodented at a level of 20-40 dB 

above the fiber's Gireshold, see the legends to the fig- 

wees, ‘Thpenhold ia defined hore as the acoustical level 

ai whieh the presentation of a 50-ms burst of noise pro- 

down & just discernible incroase in firing rate. The 

voyeur fynelions show several osetiiations with a fatrly 

rapid build up and a tall of lowly decaying amplitude, 

‘Thu feequenay of thene oneiilations corresponds to the 

olaractoviatio feequendy of the fiber, Hence we associ- 

alo 4 venonanee frequency with each revcor function, 

wil we tray identify thin with the characteristic fre- 

envy (CP) of the fiber, The waveshapes reported in 

hine Muured aie Yopresentative of the hundreds of rev- 

oor funations we obtained from cat experiments, with 

yedonmnon frequencioe ranging from 0,34 to 5 kHz, In 

oneral the relative bindwidth decreases with increasing 

yoomunoe frequency, ‘The variations are quite large, 

however) the neuron whown by Fig. 7, for instance, has 

# laryeretianenvorage bandwidth, 

All vevoor functions ahow an inital delay; this delay 

jt only vefloets propagation time in the cochlea but al- 

oo (notion (he buildup Lime of the action potential 

from ie loous of initiation to the recording electrode. 

ty the model of Pig, 4 the neural pulse generator is 

annunied (0 be an instantaneous device, Hence all de- 

Jaye ehow Up aH An Initial delay in the recovered impulse 

rouponse WU) for &, Aw montioned before, the trans- 

Mission charneteriation of the electroacoustic system 

ave abaorved in 4 too, As long a the same system is 

med, No worredtionis necessary for the comparison of 

remponson to different atimull, 

Wiguven 600), O(0), 6(b), 8), 70), 7c), B(b), and 
A(0) show tie "nevoor poctra,” t,e,, the Fourier trans- 

fe of the veveor functions, ‘The amplitude spectra 

()), 000), 7h), and O(b)) ave plotted on logarithmic 

Henle And pale down Ao ae to strana the resemblance 

fo pueestone tuning curvem, ‘The mpeotra aro out off at 

oh Aunt, ow, Arn, Vo 0, No. 1, January 1070 

ee 

a distance of up to 40 dB from the top since components 

further away from the top are due to measurement in- 

accuracy. When plotted on logarithmic coordinates, 

these amplitude spectra are somewhat asymmetrical 

around their resonance frequencies, Onalinear frequency 

scale, however, they appear as nearly symmetrical, 

The amplitude spectra of revcor functions have been re- 

ported to be quite similar to pure-tone tuning curves 

(de Boer, 1969a, 1973) in the region around the reso- 

nance frequency, albeit that the tuning curves may be 

somewhat steeper. 

Figures 5(c), 6(c}, 7(c), and 8(c) show the phase re~- 

sponses associated with the spectra, Two points are of 

interest here. First, the reveor function shows an 

initial delay and, as a consequence, the phase changes 

fairly rapidly as a function of frequency. To improve 

clarity, each phase value at a particular frequency is 

plotted as the difference of the actual phase and the 

phase due toa pure delay at the same frequency, Thedelay 

used for this correction is indicated in the figure. For 

reference purposes, the pure-delay phase is also shown * 

(dotted), The second point is that the spectrum cannot 

be estimated accurately down to zero frequency and 

hence it is not possible to find out how many times a 

phase of 27 is accumulated. For this reason the phase 

at the resonance frequency is plotted as its true value 

between —7 and +7, and all phase values are plotted 

with respect to this reference point. The correction 

phase is taken as wero at this point. We observe that 

the phase responses are fairly regular throughout the 

resonance region, 

The main source of error in the reverse-correlation 

procedure is finite sample size: Several thousands of 

action potentials are processed for each revcor func- 

tion shown, yel random fluctuations are clearly visible. 

Under the assumption that errors are independent and 

additive, the experimental functions can be smoothed 

by removing from the waveform or the Fourter spectrum 

those components that appear to be entirely random, 
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640 tts, threshold for nolae, 80 dis (OP) / tied oot,, elite 
Mion level 40 d1/third oot, (a) Waveform of reveor finotion (vertioal soale arbilrary)., (b)Speateal magnitude (inverted), fe) 
Hidde whovndteriatio (vee text), (d) Smoothod waveform, 

‘Tie amoothing procedure is altornatingly carried out in 

the frequency and the time domain, Migares 6(a), 6(a), 
Ta), and Bia) of the figures show the raw data, Mga. 

Hi), 6), 7G), and 8d) the emoothed reveor functiona, 
Moat of the charactoriatic features of the funetions are 
Preserved, The amoothed versions of the revoor funo« 

Hione are conveniont for further analysia of stimulus. 

Pomponne relationships, see Bee, Hl, 

1h view of the linewriving tendencies of correlation 
Hiniods, separate temle are hocenmary lO asdeme the 
Wirt played by coohlonr nonlinewelty, One impremston 
‘of noniinowelly Gan be obtained by mensurtivg vin the 
Pevarsecorralation Wohnique whether Crequenty goled. 

A Anouint, Boe Amy Yol Ma) Nan 1, lanamy 1070 

tivity of a neuron ie dependent Upon atimnulin intensity, 

For low«toemodoriate lovels of atinulation, the raver 
functions are found to be almont invariant, The laren 
variations oceur in the phase reaponme, they appowr ae 
uniform phase abift limited to 1/d rad, Al tevele af 
over 70 d0 SP per } octave (0 dN SPL overall level tor 

a bandwidth of 5 klfy) some veveor findtions ohunge thaly 

appearance, In terme of the waveform an nereased 

damping a evident, In terme of (he spectrum, the 
relative bandwith beeomen Deoader with Lierene lie 
level and the lop ahitte (oa lower trequendy, ‘Tite tee 
havior ia reminigcent of Hie nontinowrity in neehwnteal 
tunhig (hat wan reported by Rhode (071), We did net 
Hod Hie behavior, however, yall (bore tomted at high 
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romulls on properties of revcor tions from the model. If the model holds true, the fir- ie fat that tho quantition and concepts involyed are. The firat 

‘reported by Evans (1976, 1977). —_ ing probability p(t) of the neuron should be a monotonic i MARA On A wlatiatical estimate of the reyeor function). wih Seon ttne las Co yi Ainaialiae 

‘ov these findings will be de- function of the output y(¢) of the linear filter L, We will au tho second atage | Mig, O(b)) a new atimulus signal reyoor funetion of a primary neuron te ge i 

n, Further experiments that give presently see to what extent y(/) is a good predictor of d ) in gonerated whieh in poriodic with the period 7; touly random noise, the same neuron wae an " 

injportant cochlear nonlinearity pi). The procedure is called the simulation procedure ignal o(¢) in led to the animal's ome ae well an to continuously by pranonting paeudorandon per bala 

are prowented in the next section, (ef. de Boer and de Jongh, 1971; de Jongh, 1972, 1973; Anpot of the filter L*, Tho fieing probability p(t) Gauneian nolwe generated hy ihe Howlett Pag fe 
(wime) nerve fiber i9 determined from the phyato ' 
HN , Ha Oo»  onorator type 1722 A. The band 

Werea hc. in the form of a POT histogram of tha 6 kite and the period of repetition t,C0h (We 19) 

‘donoribed in the present section are 
flo 2 Nieto ete y* 0) th uppormont panel of Pig, ye Wie noite 4 a 

predictive power of the model under: Figure 9 shows a flow diagram of the simulation pro- OKVElution theorem, ‘Tho # I y(emot an sknown = form, The PDP +O computer wan progeainn | 

ornelution procedure, The principal cedure. First, the reveor function of the nerve fiber Moanure ito satinaty y* Gein called the a an cumuIate PAT hietogram of the nerve fiein I Pe 

yeor funetion for a primary under study is determined, using white noise as the " whould bo noted Wal the Aha @x0 latory y the wore. 

ate this function as the im- stimulus (Fig. 9{a)]. In smoothed form this revcor 
‘ oxoitatory in 

odel of Mig, 2 ane to compare fonctlon—to be called h*(!)—is substituted as the impulse 

al nerve firings with predic- response of the model filter L* (an asterisk denoting 

Grashuis, 1974), In the present report the emphasis 

will be on the accuracy of timing prediction and the evi- 

dence of specific nonlinear effects, 
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eee Of unit WellelS, resonance frequency: 4.86 kHz, threshold for noise: 10 dB/third oct. stimulation 

Ht X \ owl, 

rise to a fully proportional p{f), In Fig, 10(c) we note 

just the opposite: Thesmallerexcusions of y*(#) seem 

to produce a disproportionally small number of spikes. 

It is as if the neuron has an “instantaneous threshold,” 

i.e., when y*(f) is below a certain (positive) level, the 

neuron is not likely to fire. Still, the actual threshold 

of this neuron is lower, see Fig. 7. We may conclude 

that the relation between y* (#) and p{f) appears to be 

nearly monotonic but its character varies from neuron 

to neuron, There is another interesting feature in Fig. 

10(c): Inthe smaller excursions of y*(t) we observe 

a small shift in timing of the firings, It is as if a certain 

phase modulation is present in these periods, It is 

probable that errors in the estimation of the reveor 

function h* () produce time abifte of y*(1)) il ia alao 

probable, however, that thin effect io a minifeatation 

pevean ‘on Was Used, 800 the inset of this fig- 

ihe iM is avalow for y*(t) and pl!) are arbi- 

   

      
     

    

   

    

   

pludy (7-08-73) had 4 resonance 

00 Hw, It ie evident that y* () pre- 

courde of (he probability of firing p(t) to 

Tov powitive values of y*@), the aver~ 

wy botwoon PG) and y"(!) appears to be nearly 
ive valuen of y*(f), tho probability of 

ro, Figures 10(b) and 10(c¢) show 

wed p(t) and computed y*(t) 
in with low resonance fre- 

ly, respectively, The atimulus 

a) live nuive mignal, In Pig, 100) we 
wont ponitive valuen of y"lt) do not givo 

   
   

    

   

    

  

   

  

ie 

a 

    

                  

   

  

   
   

    

   

  

   

    
     

      

        

   

  

    

   
   
    
   
   
   
     

   
     

  

Be Bowe and HA ile Jongh) Cowhliwr aneoding 

  

miownten 
  Fit atage   

1} 

  
  

      

Sooond atage 
— ae ee me ee ee ee “ 

  (b) 

  

      

  
  

Pivyaiatagieat 
  

ott 

      

HH, 0) Mlunbrating the mtayen of the simulation method, fee 
f Th Ue Heat ntage the vovedr finotlon iy mennuned and 

worl, ‘The stioulin ie white nolae, In the second atage 
Hie Foeponse of the (oame) physlologiont propuration is dome 
MH WILK (he response of tho Iinomyived model. Tho atimulie 
eH Fopotitive ignal ty Chie mtige, 

of h\ontinoarity, We will come badk to thin later, 

There ave small but systematic differences in waves 

n hetwoon y(t) and p(t), ‘Thene difforences are 
ar for neurons with a higher resonance frequency, 

1) presents the reault of the simulation proce» 
for a neuron with a romonance frequency of 2.0 kiy. 

Win the firing probability p@) in nowrly « rectified 
jon of y"(), Wor thin fiber, however, the individual 

i of the Pl) funetion ave asymmetrionl, Thetr 
Hand [inks ave wteop, and thelr vight-land flanks 

Jower and have & tendeney for 'pronming over” 
(lobe, This in not a remull of procasaing or 

(orrora but, quite Likely, veflogte inter« 
ptope inthe Initiation af nerve Unpulwes that 

Hol wecounted for by the simple model of IM, 2 and 
iF aliow tip More claurly when tho renonance frequency 

For primary auditory neurons with atill highor 
Veeonanee frequoncion thin tendency ia more pronounced 
dnd the fining probability ceases to follow every lobe of 
VU), Ina cortain gense, the firing probability tends to 

: pontrollod by the envelope of the y*() aignal, Figure 
1M a in for W nouron With 4 Kenanance fe» 
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Up to now we have peavenned the reoorda of 41 neurone 
Wi Uh Way, Ta all we found the mane type of romull, We 
conohiie (hal for the type of ae uned, repetitive 
wide-band nolme, the model of Mg, # producew an ade. 
quate prediation of the fring probability, The main ear. 
rwollon that whould be applied eonerns the obmerved 
wkewnens OF (he A(7) Lobew an ahown bn ge, 1) ane 1 
(of, alvo Wig, 14), Tn any event, the royerne corralie 
tion fynetion (reveor funetion) provider the main jaranes 
lov, the inpulve reaponne function A*(r), of the model, 
IL in reeutled that the reveor amplitude apoetoum around 
ita Lop approximately coineiden with the tinting curve 
(do Door, 1078), I appoare, thon, hat the reyoor fine» 
lion doworibes several aspeete of Linings the tinting for 
pure tones around the C1 and the tine couree of Ue tee 
aponed to (peeudo*) random widesband nolne, The pre. 
dictions of the model hold true over the range of Mueline 
Hons iv") auch ae ane encountered wilh & alitonary 
noise stimulus, The rewulte presented apply to the onne 
of mlimulation with lovela of up to O40d0 above threahe 
old, We found tie same type of remull under conditione 
whore the neuron maturates, Witiineael lobe of yl) only 

alight fattening of pil) ooours near 14 reine [nate 
that the neuron of Mig, LO(b) wan not aaturaled|, The 
fume applion lo the case of alimulation at intonmitioan of 
over 70 U1 SPL por third octave, Tore we obtain ihe 
boat results when we vse & reveor fanetion (hit le tiem. 
sured with He same level of atimulation, Thome tu. 
marks are meant to be of a deseriptive natura) we have 
processed loo few recordings made under tiene eo: 
tons to bo more specific, 

Cochlear nontinearily in wo pronounced Uiat under 
apoctfic clecumalances, renponten oeaur to distortion 
products (the cuble difference tone, in parteulan) and 
nol to the prinwity components qonerating ene diator. 
tion products (Goldatein and Kiang, 1000), Miniiaely, 
two-tone dupprension oan coeur by toned thal ite bee 
low throshold (o.@,, Sache and Kiang, 1008), In theme 
respocts, nonlingarity seeme to overvide coahloar fim» 
quency delectivity, We may expect componente outelle 
the passband of the ayatem (o affect the ranaminelon of 
componente inside the passband, This ia reagan to 
pay attention to effects that balay the influende of non» 
linear fillering, ‘Those effect ooeur in the phawe and 
Amplitude modulations that ave inhevent in narrow. 
hand hole wignale (We Boer, 107Gb), With thin in nlnd, 
we turn again to Pipa, 10612 and olimerve that (here ave 
no obvious phase doviationn between y"G) and pl) Lowe 
copt for the wlight effect in Mig, 10e)], In general 
forma, nonlinear filtering in the coohlea, however aleang 
\t may be, neome to leave no trace in the remponne to 
Widevband atimall such as proudorandom nolee, Mee the 
noxt section for a further analysis, 

ALL UVa applies to wtationary @thnutl, The neat quan 
      

      

  

    
      

  

    
   

     

tion iat What happend in the cage of nonmlationary Wiis 
i? Hor the wohown by ig, 100 eae of 
imu duration was presented por ! 
Oba The tone itslod or off with Koro rine
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(a) 

10), lhowulta of the aimulation method for unit nr,; 75-08-73, resonance frequency: 0.780 kHz, stimulation level: 45 

ool, ‘Uhe Upped trace ahowa the stimulus waveform a-(4); the other traces shaw the computed y*{f signal (smooth line) and 

the Moamired pli) inetion (ns a hintoyram), ‘The lower panel shows © different part of the recording. The inset shows the revcor 

iotion, (n both raw and amoothed forms, ‘The latter version is used as h*{{) to compute y*(f). The unit, as are those in Figs, 

100) anil 10(0), I @timutated nt 30 dB above its threshold for noise. 

    

  

    
     

    

      
  

Pootly predioted by the (linear) model, Even during the 

Hulldup plane of the y*@) vesponge, there is no trace 

Of & dedreawe Or & Change of synchronization, However, 

(n Lhe feat fow eyelen of y*(t) the firing probability p@) 
ty fue Warmer than in later cycles; this is the manifesta- 
ba of adaptation ag it oceurs during the onset phase. 

© lowent panel of thin figure shows the response to 

the sudden connation of the stimulus, Again it is seen 
tat the inoar reaponse y*/) correctly predicts the 
Jobew of the histogram but in this case the amplitudes 

‘it the PU) lobon doeay more slowly than those of y* (t)— 
tiie le probably another manifestation of the adaptation 

. Winwlly, it ehould be noted that the “after 
ionn” in he firing probability, after the cessa~ 

e aUimulum, Gecur with the resonance frequency, 
the oane of yr), 

Yo did not oxplore stimulation with pure tones in a 

nin, How Anny Vol 08, No. 1) January 1070 
i 

systematic way. We satisfied ourselves by noting that 

the average phase of the response to tones presented at 

up to 20 dB above threshold corresponds (within, say, 

30°) to the phase of the revcor function at the corre- 
sponding frequencies. This comparison was done while 

measuring tuning curves and was found to hold over the 

frequency range over which the definition of the revcor 

phase spectrum is meaningful. 

Figure 14 presents the result of the simulation proce- 

dure when a suddenly starting noise burst is used as the 

stimulus, In each panel the upper trace shows the stimu- 

lus waveform, the other traces the signals y*(é) and 
ptt). In this case the burst was chosen Long enough (82 

mg) to permit observation of the onset transient [ Fig. 

14(a)| as well as the steady-state behavior [Fig, 14(b)), 
In Pig, 14(a) the gradual building up of tho y* (1) wave- 
form, reflecting the resonance impliolt in the revcor 
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WG, 100). Same im Mig, LO(a), bul for unit ne. 1 7607-06, vowonanoe frequency: 1,49 kiln, alimalation level) 00 dii/4 wat, 
‘The atimulue waveforn ta omitted, 

funelion, ia recognized, The firing probability appears 
to follow y* (1) closely but iis initial amplitude ta far 
Turger than tn later sections of the aignal, There ia no 

apparent distortion of the amplitude ant phase modula. 

flons of the aioat, Brom the instant marked by a dashed 

vertical line on, the waveform of the atiinulua in Big, 

14 (A) in idontioul to that in Ig, 1400), Apart from the 
Morementionod difference in amplitude, the waveforma 
of p(t) in these two parte are found to be practionlly 
\dention!, We observe again the lendency for “ovarlap- 
ping” between the individual lobes of p(t) that wae men 
Hioned in commection with Mg, 11, 

‘Thia figure, than, confirma that for a wide-band nolwe 
atioulue a linear trandform of tho atinulus to the prime 
eontvoller of firing probability, Of the nonlinear effects 
only #hort-lerm adaptation ta manifest, \tappeara asa 
MUI pHoative effect, modulating the tring probability 
‘when dudden changes Ln atimulue oveur, and recueing 
firing probability an the stimulus continues, Note that 
the fivel phase of adaptation in very fiat, iio almont 
completed within 2 me, Loi remarkable that fant adapta 
tion slows up only tn the form of annet and offwet ef. 
feote, [nthe oourHe of the remponae toa atoohantio wignat 
there ocour many Cieluation# in the oxestatony mijn 

Aenea Arty, Yak, NV darnnnny 1070 

y"(d), but short periods in whioh the o#alllations have 
nearly Constant amplitude occur aa well, We de nol ale 
Herve syatomatic adaptation effeote during Uheme period, 
Apparently, fat adaptation slows up only when te 
amplitude changes rapidly over a wide range, 

I, AUTOCORRELATION ANALYSIS 

Of tho many nonlinear effects in the Goghiek, we wait 
to pay particular attention to noniinear filtering. The 
recordings prevented ao far do not bateay muah Wyle 
dence of « doxangement of {tering due to nentingar af 
foots, On the contrary, the remulla gonfiem that a linear 
Woansform of the atinulue wleial ta the pring gonlealler 
of firing probability, hie holdé true witli the follow. 
ing constrainta: Lhe application of wideeland atodlwatlie 
atiooull or alogle pure tonea in the main handy arid 
(ho uae of wtimull with eonatunt (average ily, tn 
this section we subject the remulte to further wnnlyele 
with the aim to deteot pommible affoota of nonlinear filer 
ing of a more mubtie nabire, In partioulan, we want to 
determing the fine atrudtued of the aersain st the pw) 
funtion for noise exeitation, Aw maid earlier, none 
Linear Citeving ie moat Mkoly to aftoot Hie relation bee 
tween IntrinAle Amplitude and plane miodylation of mignala 

oe omms dp |



0 Bale Bows and A. da tonal) Gaulioae wneoding 

\ 

yyy | HN 

Av) 12950 

Ay i" 
Hy N } 

| 

. 
—_E 
     

        

   
   

   

    
    

   
   

   
   
   
        

      

, 10/00) ancl this whould be evident in the form 

madifivution of the spectrum, ‘To this aim we first 

syule (he autocorrelation function (act) #,(r) of p(t) 

D w with the aol p,(7) of y(t). (For rea- 

wo loave out the asterisks here.) The 

| he executed in the frequency domain on 

powor mpectra V,(w) and Ww) corre- 
ad fonetions. 

wing of the computed y(¢) signal presents no 

© processing of experimental pl) 

1, we have to correct for two (trivial) 

\ty, ‘The most important one of these 
‘The firing probability p(¢) is a non- 

of time, In Appendix B it is described 

vie (0 correct for rectification, In es- 

wef computed from the measured p(t) function 
‘no (hat an act #,(r) 1s obtained that cor- 

jan variable q(t) which is identical 

‘jatter is positive, This transforma- 

ullod “devoctification.” Consequently, 

the power spectrum ¥,(w) we actually 
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mean ¥,(w). The only proviso is that p() is assumed to 

have the probability distribution of a rectified Gaussian 

variable, As it turns out, the effect of “derectification” 

on the main part of W,(w) is very small indeed. (In ef- 

fect we measured and processed some functions p(*) in 

the form of a “compourd histogram” as originated by 

Pfeiffer—see, e.g., Goblick and Pfeiffer {1969)—but 

this was found te be an unnecessary complication for the 

present purpose.) Thus the condition is not a very 

stringent one, 

The second trivial type of nonlinearity concerns the 

form of the (instantaneous) relation between y(/) and pif). 

See the remarks made in connection with Figs, 10(a)- 

10(c), Since derectification has so little effect on the 

shape of #,(w) in the main frequency band, further cor- 

rections of instantaneous nonlinearities are not neces- 

sary (cf. Davenport and Root, 1958), Further details of 

data processing are given in Appendix B. 

Figure 15(a) shows the result af this procedure applied to 

the p(i) function of the neuron of Fig, 10(a), The figure 
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» Hlimulation level 40 dN/thied oot. 

Hows the power spectra in much the sume way ad Pig, 
HEH) ()) but the Froqueney woate Ip widened BoNAenaUly: 
Tiee npeeten are shown; bolow, the one correspondiiyg to 

Hiedmured pl) function [actually y()], center, the one 
aponding to the yf) funetion, the third one (top) 

power spectrom belonging to the act computed 
# teveor finetion K(f), ‘The three mpectra are, 

one Of clarity, displaced over 6 did with reapect 
wmolhor, ‘The lattor two apectra should be identi« 

Hi (he input wignat ja (true) white noise; any re~ 
Hing differenced are to be alivibuted to processing 

( ne d, more important, to the fact that #,(r) in 
vi from # finite sample of a Honwlochantic wignal, 
from the fue, the differenoon betwoon theme 

oot eA Ne lowe thin 1c} und ean, therefore, be 
olad, ‘The third apeatrum, that of (rd (actually, 

eorveaponding @ funelion) is very aimilar to 
two, ‘The deviations ave loaw than Lah over 

16 di and may well be attelvuted to procemming 

procomming errors, 

   

   
     

   

       
    

   

    
      

    
         
    

    

    
  

       
   

  

oes ated abd ee the neuron, ty 
‘ lari PenonAnde Poak, 

10h IW corroborated by the Yeaulie Alown Uy 
bv anor aon Wi sy Io shen 

  

16(0), final 
4 renonnnd 

Nourond with rosonange fraquenolos well above © 
KH show p(/) functions that are definitely a 
and tend to be more rwluted to the envelope 
to y(t) ttwolf, noe Higa, 11 and 12, ‘The autooorralatio 
funetionn ¥4¢r) for auch nouranw rottect thin wap, 
course, In fact they show an imporhant compe 
latod to the nef of thin envelope, Mut 
H(7) UL reflocte individial Lobew of the /() 
And (C16 Well pommible to compare the mpaeten Wytur) anil 
Ww) In the region of retonance, igure 100) ahowe 
(ho rosult Of the proceaming of the data afl) 
Vig, 14 of which tho renonance frequency tw 

Conmintont with (he oopelumion a 

  

’ 

i Li, Maine ae Wig. 10 but fe ; ‘ i FA neuron with a higher resonance frequency, Unit tes: ‘ThedToTD, renaninee fraqueny wo 

dB from the top, Thin may bo oaumed by nant " 
foots (but thin ie by no mouns eartain), Wa Hs 
same type of powullw in len other neurone with law reed. 
nance frequencies, with one oxception, The daviations 
amount to 2d) in thin case and cannot be qaurived ta 

wivatelwal 
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and sampling errors, We conelude that in thie Vor (ite figure a wll wid ar , ‘ 

nonlinoar filtering has not left any observable in view of the anal rf el ' at 
the distribution of apoeinal components ae they — proconsing ervorn ave MOMoWwhal Larger bul He fl     
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18, Mame be Pig, 10, for n nearon with a high resonance frequency. Unit nr.; 75-08-53, resonance frequency: 4.7 kHz, 
{ I iayel) 10 d/thind oot, (20 dB above threshold), noise bandwidth: 15 kHz. 

    

y Components in this neuron, The figure 
by hat the spectrum ¥,(w) in the passband is 

af (ian the spectrum ¥,(w) but the slopes of 
wa down fron the resonance region are the 
i we note (hat the effects of nonlinear filter- 

ibution of frequencies are marginal, if 
In quite genoral terms, cochlear non- 

av (tering) is of such a nature that it 
wably affect the ming pattern insofar as 
in CoMpanents in the frequency region of 
lonlinear effets do show up in the form 

m iid tn the intensity dependence of rev- 
‘but nelthor of these two effects involves 
ooolloar filtering. It should be remem- 

in holds true for wide-band stimuli and 
tonon, 

   

   

   

  

   

            

    
    
    

    

    

      

vorpelation method 1s observed to yield 
‘Tunolton repronenting fundamental aa- 
Hulueerenponse velation of  primaLy 

  

auditory neuron. This function turns out to be useful 

also for the prediction of firing patterns. In this respect 

the revcor function has advantages over conventional 

descriptors of the response pattern observed in auditory- 

nerve fibers, like the tuning curve or the click PST 

histogram, The method of reverse correlation has the 

additional advantage that it reveals details of frequency 

selectivity around the resonance frequency which are 

difficult to get otherwise. However, the method is not 

suited to reveal details about the skirts of the frequency 

response curve far from the tep, In particular, the re- 

solving power is not sufficient to assess the presence or 

absence of the low-frequency “tails” of the tuning curve 

in the reveor speetrum ({ef. Kiang and Moxon, 1974). 

All revcor functions have the general characteristics 

of the impulse response of a bandpass filter. We recall 
that the shapes of the revcor function's spectrum and the 

pure-tone tuning curve for the same ber are most simi- 

lar (de Boer, 1960, 1074), General determinanta of 
experimental reyeor fynetiona Whe initia) delay, effec 
tive bandwidth, pind wlape af Ue my 
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oi! With Corresponding data obtained by conven 

olhods (olick PAT histograms and pure-tone tine 

“On logarithmic frequency seale the anpli- 
Append oe aaymmeteiond, Mochanionl re 

Khode, 1071) ave highly aaymn van 
“This difference suggemts that a (second) 

jon ie interaporied between mechanical 

+ (hil exoitation of the primary neuron (of, Kyans, 

| Hand vane, 1971), Tho phase eharad~ 
# veveor function shows around the reno~ 

ohey 0 behavior that i# reminiscent of a 

ing ayatom, Tt we correct for the ine 
Gatenoy), the phage appeara ae an antl> 

41 funetion around the resominge frequeney, 
‘apld Wd dayrmebrioal phase changer ooae 

ator whieh (he apactral amplitude js more 
low maximum, The influence of these 

en on the Feaponde pattern to wide-band 
lil 

(ulation vemult for i tone burwt (a) ehows the slavting phawe, and (b) the fiat plane, The Jayout ta aimilice to hat af 

Hill nest TH<079Ab, vosonanoe frequonoy: 829 Hx, threahold abOry 40 dh, alimulation frequency; 200 He, aitmitin 

1071) and a clowr frequency modulation in thy Lnpulie 
romponse (Rhode and foblem, 1074) are reported Fram 
mounurements with the Miashauer affect, On the other 
hand, no evidenced on phaae modulation wie oliiained 
WIth the capacilivesprobe method (Wilton and lol onlerie, 
1972), Again, Uf We consider cochlowr frequency pled» 
Lvily Aad twormtage procond, wo are led to oonehide 
that the wecond filter ja much more meleotive than ihe 
first no it to the narrow range oF resoninoe Ue lien 
in the phase curve can no longer be observed, On the 
other hand, if abarpentng a achieved by a wlmhe Leaies 
formation of the oulput of the meehantonl Miler (til, 
107%; Allon, 1047), the lattor gonelumlon halite Live ae 
woll, 

The vowulte presented th Heo 1 hualewte (he peedlies 
tive power of the reveor Cundtion and contin tie yalinity, 
of the auwooialed simple Hiner model, ‘The aeouatieal 
alynnl a(), whoo It 1a filtered by an approperate Filer, 
producer a alynnl y() that dlonely dolineater the period 
af preferred is find prodiqte the couwrme of the Hing 

ee c Carn in goveral detwtin, aan 
for witleteband willl, the 
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PIG, Th, Aiulation vewult for a polvo burst (a) shows the starting phase, and (b) shows a part of the recording where the wave- 
lori of Che atinulin Ie exactly the same as in the stacting phase. The dashed lines mark the beginnings of these sections. Unit 
Wee The lielhy Venonanoe frequency: 3.66 kiz, stimulus Level; $0 dB (30 dB above threshold), 

Wf average litenally we must take into account the de- 
(he eaveor funetion on intensity, For rapid 

Parinlione We obWerve evidence of fast adaptation but 
aon level changes rapidly over a large 

ihe rane, 

‘Thewe two effects wre the only manifestations of coch- 
lode Nonlinearity that wre clearly present in our results, 
iH View of Knawn data on Combination-tone generation 

il (wo-(One HppredAion We would have expected more 
ve of Hontinoarity, particularly of nonlinear fil- 
Vint Inspeetion of the simulation results in 

‘doe nol ylold clear manifestations of nonlinear 
. The aulooorrelation analysis of Sec, I re~ 
the feprosentation of the stimulus spectrum 

peadenned by @ primary auditory neuron is 
i ly different from a linear one, In the tow- 
malaria intonnlty range, the nonlinoarity that is 

sible for the yoneration of combination tones and 
pression AvemA Lo be of a type that does not 

moleotivity, At least, not for stimuli 

trum has slopes that are much lower than those of rey- 

cor amplitude spectra, (That is, it will hold for most, 
if not all, everyday sounds.} For these stimuli a linear 

transform af the stimulus is the principal controller af 

firing probability: the principle of specific coding (de 
Boer, 1973). Expressed in another way, this principle 

states that the components of a stimulus partake in the 

excitation of a neuron in relative proportions that are 

given by the neuron’s reveor amplitude spectrum, This 

idea is consistent with findings on the near linearity of 

cochlear filtering obtained with quite different methods 

(Evans and Wilson, 1973). 

   

   

   

   

It is most remarkable that the reverse correlation and 

the simulation method give so little evidence of nonlinear 

filtering, As far as the revcor function is concerned, 

this property can be understood. At present the model 

proposed by Pfeiffer (1970) comes nearest to the goal of 

describing all manifestations of cochlear nonlinearities, 

This model is composed of Lhree independent elements 

in cascade; a first linewr filler £), & noememory non- 

linear circuit NL, anda second linear filter Ly, This 
notwork should replaoe the linear hetwork £ in the mod- 
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NL) nolwork, A THN, network hin Oe 
ly that for a Gaumation Lpait (he imple 

-vorvolation fandtion haa a abape whleb te 

of the nate of the nonlinearity (te Boer, 
# poperty oan be conmidered 4H AN OX» 
at theorem, IL holds for any type of now 

. A proof for (he apeoial vase thit 
idol roetifier, In impllett in the 

onded primary neuron model by 

yin ot i (1011), If the PN, network really 
Hin Coohiear Honiinoarity, the shape of the re~ 

PrAlMtion finelion muAl be Independent of wUMmu- 
ily, ‘This Agrees with the gonoral charnoter 
wHiHontal venuitn for Lowstormoderate Intenn)- 
yever, (he Alight changes with intensity found 
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           woorrelation monly wie apphiod lo minulation vomit, 

Lo Hie wpanerm OF HyMy fet but with a widennd 
ailuptod to the rewonunee feequongy and Hits 

wade, Hee Appendia Th, Ayrnliala PAU) aol 
re (loweat neve), YAU) sofort ee 
PT, power apeotrum sor re Rpailth 
ounve, "a Unit fi) THO, Homey 
Abbey wlimulation Jovely 90 d/h 

(WY Hees Ooh, eoMaHAnO® fine 
Hirwulution Level: 60 18/4 ont, 
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Tho (itera by and Ly whol be bandpnie wie HMROLIENOY 
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WIG, 16, An Hig. 16 but for two natitone With With HemGna nee 
froquonoion, Proquenoy meate wll witter, (a) Unite The 
Liek6, resonance frequenoy, Os kite, ntlenulation lawel it: 

AD/N oot, Hee Wy. 1, (b) Unitas) Mhedieb) vomoninen Mite 

quonoy: 4.7 kelly, atimulation tevel: 80 dis/) oot, Mow Mi, 

12, Upper vurver PAW, lower ounver YAU, Hee teen to 

Vig, 1b, 

in the vrovoor functions muggedt Uhat (ie model doom nob 
account completely for all manifentations of nontinemnity 
That in, pact of the nonlinearily 14 of a type Uiat atfaeta 
yesounice directly, particularly at high atinuhie ine 

tonaition, 

‘hat ho simulation vemulie ahaw do Lite tifivenne 

of nonlinearity is more difficult to understand, A fiewt 
indication ja contained to the fot (hint (he nontiwnelty 
produges « compromsion whieh ehould be (atingnl) (he 
anmo forall stimulus tilensities, Then there We ha 
vouwon why the timing of the output minal of (he PNT, 
network would be different fo idention) Minute Mite 
male differing only in inlenalty (of, Davenport and Hoot, 
1900), However, it ia more diffionlt to underalund why 
ihe waveform of the output «lynn of the nonlinony tele 
work would be #0 #lmilin to thal of (he corrempandtng 
linear network, Thea be aaoertained (hal (he BEN 
network approximatuly hin thie property, provided 
Harrowetand (iteetng oocure ArLOn the eer a Alte | 

Lortion prodwate and the atiiniutiie 14 a aiqinl witha mete 

ees se ee = =e 
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or bandwidth, Myrthermore, the oulpul signal of a 
HPNL network has the same propertics in its act as 
are demonstrated for neural p(t) functions in See. TIL, 
\iider the same conditions. 

Th any event, the obseryed scarcity of nonlinear ef- 
fools ia not due to the characteristic Inearizing tendency 
of a correlation procedure, It seems to be more related 
toe fundamental property of wide-band noise signals 
processed by & nonlinear system Like the cochlea, We 

rormark (hat the analysis of Sec, M presents just one 
approach to the detection of nonlinearity effects. It is 
probable that & higher-order correlation analysis yields 
move evidence of nonlinear filtering although it is to be 

doubted whether the accuracy would be sufficient. In 
tie eonneetion we predict that mach clearer manifesta- 
tions af nonlinearity will show up if we stimulate with 
eign having spectra with steep slopes that are located 
“wiymimeleioally with respect to the reveor spectrum. 
Ta particulir, we recommend the use of single-side- 
Hand (M80) wignile with the carrier frequency at or near 
he Pesonanoe frequency (CF) of the neuron under study 
of, de oer, 1976b), This is the reason we do not wish 

(o pursue the Analysis as presented in Sec. OI toa 

renter depth or generality for wide-band stimuli. Nor 

do we deem it necessary to do this analysis for more 
hourons, Nolte, finally, that the signals commonly used 

{o demonateate generation of combination tones and two- 
lone suppremsion are really of the “SSB” variety: Their 

opeolra are highly asymmetrical with respect to the 
renonanue frequency, 

We oonclude witha few remarks on the model under- 
lyliug the method of reverse correlation. The model of 

Wig. 21 @ stochastic one, It is remarkable that the 
simulation mothod reveals so little evidence of the 
(ireshold crossing that is inherent in a neural triggering 
process, Our earlier work on the reverse-correlation 

wellod wan based ona model (Weiss, 1964, 1966) in 
whieh a threshold-crossing process was explicitly built 
i). Pram our results it appears that the mechanism of 
Aiquering of & primary auditory neuron is considerably 
more Complicated than in the simple Weiss model, even 

ji & modified form (de Jongh, 1973). In particular, the 
nloohwalicity of the mechanism is of a different kind. 

Consider figs, 11, 12, and 14 and observe the small 
Wut systematic differences between the shapes of the 
finoiions y*(O and p(t). The lobes of the firing prob- 
ability funetion pl) are somewhat narrower than those 
of y*()), und they appear as slightly, but significantly, 
showed, These properties reveal that the model of 
Vig. #18 not sufficiently detailed to describe nerve fiber 
(ming patlerne on & microtime scale. Johannesma et 
al, (101) proposed and discussed a generalized model 
for & heuron that takes several physiological factors 
ilo meocint, wach as: propagation of EPSP’s along a 
primary dendrite and temporal integration at the site 
of Wiitiation of nerve firings, A similar model can be 
‘ied (o reprosent a primary auditory neuron, Quite 
‘1OPMALLY, the additional effects are represented by a 
Aihoar transformation, namely, a low-pass filter, in- 
woviod Helwoon the rectifying nonlinearity NL and the 
Pilse Wenerator PG in Fig, 9, Ina qualitative way, the 

J} Awount, Bow, Any), Vol, 09,.No. 1, January 1078 
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observed dinorepanolan between f(t) ail y(t) Are con 
sistent with mich a model Note (ial tie tigorem men- 
tioned in conneotion with the MiNi: network also applies 
to Johannesma’s model, hanes the erase ecorrelation 
function of the entire network retatem dineetly to the 
response of the two linear syatoma in ohacade. Since 

the secondary filter is a low-pass filter, it is readily 

understood that there is a high-frequency limit to the 

reverse-correlation method. More about the underlying 

model can be found in de Jongh’s latest study (1977). 

V. CONCLUSIONS 

For the case of stimulation with wide-band signals the 

process of excitation of a primary auditory neuron can 

be split up into two parts (see Fig. 2), one involving 

linear filtering of the acoustical stimulus and the sec- 

ond one representing the generation of a stochastic 

series of pulses. 

The impulse response of the linear filtering stage can 

be measured with the reverse-correlation method. 

Reveor functions have very little phase modulation in 

their waveform and a gradual phase spectrum in the 

regionof resonance (within 20 dB from the Lop), 

The output signal of the linear fillering stage—the 

excitatory signal—is a good predictor of firing prob- 

ability. Positive values give rise to increased firing 

probability, negative values produce suppression, even 

of spontaneous activity. 

For wide-band stimuli, the spectral content—as mea- 

sured from the autocorrelation funection—of the firing 

probability is indistinguishable (within 1 @B) from that 
of the excitatory signal. That is, no trace of frequency- 

selective nonlinearity is observed. This holds for the 

range within 12-15 dB from the lop of the power spec- 

trum, and for the great majority af neurons tesied. 

(More evidence of nonlinearity may be expected for 
single-sideband stimuli, etc,) 

Neurons with resonance frequencies above 2.5 kHz 

show characteristic waveform differences between the 

firing probability and the —rectlified—excitatory signal. 

Nevertheless, the conclusion above on the power spec- 

trum remains valid. 

When stimulus intensity varies rapidly over a large 

range, adaptation effects can be observed, These do 

not affect the timing pattern of the neuron’s action po- 

tential but appear to control the (instantaneous) rate of 
firing in relation to the excitatory signal. 
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Poe Poor and Hh A de dangle Qhollenr eneodiig 

HPN, ‘The cloolronio wotuy wan mupervised by © 
Wiidenior oF whom we could depend in all problenn 
Wt A VOne i CAN eying Out expertiaentn, 

WPENDIX A) DETAILS OF EXPERIMENTAL METHOD 
he Tahoratory's POP) computer (a equipped with an 

i A/D convermion ayatein and deveral eapeoially 
i inrwel yiwe of Inlorfioe to (otlitite neurophymiologl 

Wi The A/D converter, Adage type VT 1 AD, 
Hite of Yemolution and a conversion time of 6 
Phe Weehannol inlertace ayntem (DIG AP 0p) 

we rinater taton of over 100000 words/n cone 
i) Wy an external clook, Mer the wark reported 

{ or (he atundard clock frequency wan 60 Kile, 

WITiOAtON Of Iho A/D aydtem allows us to une one 

Aiignal Wit for labeling, in thin way the (natant at 
Wh erveTiber notion potential are detected aro 

ed to the computer's memory wilh 1 nuaximun 
‘ob oie Glool period, Ror lone Uineeoritiont ap» 

tim “event detectors” are ueed thal panervute & 

i iiterrapl for eneh firing detoetad, 

tie Meanirement of & coveor function the A/D 
 Hontinunlly ronde in the v(t) wlgoal, No sample 

J whon the buffor ie full and ia slarting tobe re« 
trom the bottom en, At each instant the ime 

fe piel of Lie wind in avaliable and this ean be 
for the Goprelation computation according to Bq, 

D Wor Wiis purpowe the wignal butter is used an a ele 
Hie Wulfey, i.e,, the bottom In considered ap the logi« 
ry Jenelan af the top, Several thousinds of nerve [in« 

ne ve Pracesned for eaeh roveor finetion, using 

MN pedelMiOn Integer arithinolic, 

MN Hiimulie noise in generated witha Hewlett Pack- 
HHH (anerator typo 1722 A operated with a band- 

Hii. Vor the measurement of the roveor 

PHANG Period of the nolWe in net Co“ infinite," La 
\ vil pewidorandon noine for studies with the #imu- 

Wethod the wtandard wotting Is "Ne 18," Th that 
# syoelironizalion pulses are fed to the computer 

HL, The WHinilue je fed to the ear via an earphone 
HY AW) anda ibe (1 mm long, 4, Sma internat 

i" }, The earphone responne in corrected with a 

eo tint 1b iy flat within 6d) when placed on a 
Hor HA Kavtificint ovr (type 4168) over the fre~ 

iy PANKE 100-0000 Ha, The tubing system intro- 
Wn A fomalic variations of up to 7 dB and a typical 

I me around Okie, Until 1078 we measured the 
\ ati Anpotine Willi the gat's owe fi aitd with help of 

Wi Wiorophone, For the moasurements reported 
‘paher We Hid not do thin any more, As ie mtatod 

Hl, the eleelroncountic transduction system Le 
inthe linear ayplen b and for the eomparivon 

ie PenpOnne to bwo differant alimull it ie net nace 

Te eorvect for Unt, Sieh a correetion would be 
ANY, Of COUTHO, When wo Winh to relite propertion 
Wn ( reveor functions to mound preamure al the 
Wi, M1 (he vawiations in the ahape of the revear 

HOP Of (te apeotim would be mmall, the main 
1) (hie Henpeol bolo the afopementionad rate 
Houn ronob a pomk of 1010 a) Wariable fron 
wohnial), ‘Phe other wiglew fh te frequeney 

  
ss 
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ronponme are virtually without effedt, Compared to the 
olher AOUreed Of MekMinement error, 

‘The operation and preparation Wohnen are qamantial: 

ly thone described by Kinng ef al, (1008), We have lott 
an alternative metiod (of, de Noor, 1075) in favor of 
the “olaaaioal”® method beqwune of ite greater yield, The 
microvlectrode ia directly driven by & remote cantrelled 

elopplng motor and reduction gown, Necorded sianate 
are amplified by atandard amplifiers, ALL mijialies 

alioulus, response, and Lining ninth arte fed dineetly 

to the computer and are alye stored on magnetic tape 

using dy Ampex Fit 1900 Thatrumentalion tape peoorder, 
Tape apeed wae $0 or OO in. /a, In atfeling prodemaling 

of vignala the tape speed win rediewd by a faetor of 4 
or Oto ensure that processing could keep up wilh the 

rate of inpul data, 

Smoothing af raveor finetion was carried out in the 
time domain dn well ia in the frequeney domain, Hew. 

cor functiona were plored with © word count af 01% on 

1024 and all truncation was carried bul anoothly over 

a range of (il loant) fivemiecedatvepoinia, Canyolotinn, 

Ae is jeeded in the simulation procedure, wie dartlod 

out vin the fast Mourter transform routines developed 

for the PDP 0, When siecensive recordings Are prt. 

consod, an ia needed in the almulation procedure, le 

imperative that the read in of aAndlog dala ogoure with 

oxactly the same speed, For this reason we replaced 

the standard clock by a oryetaledyiven pulae generator 

operating at 60 kKHa, A chain of dividers wan uded to 

avccommodite processing with reduced tape apoods, A 

almiular arrangement controle the tape speeds in the 

Ampex recorder, 2 

In the presentation of the date we hive continually weer 
the convention (hal dpwird déefleeiions th the revear 

functions correspond to ponilive sound preamuve, tn the 

realm of polarity conventions, it le Co We noted Liat untie 

a nonlinear pulse generator PG in the model of ig, # 

with a firing probability pC) Git la a nondecreasing Kitt. 

tion of the excitatory mignal y(), automationlly reeuthe 

in the constant af proportionality © in Hq, (0) being a 
positive mimber, 

APPENDIX &: DETAILS ON THE AUTOGORAELATION 
PROCEDURE 

Connider two variables ov, and by) with & joint Gwin. 

jan distribution having # correlation doeffielent p, (we 

loave out the dependence on 7 tere), Two other varl 

abla wand wy are derived fram o, and Uy by ident 
roctification: for positive v, wand e are equal, and for 

nogative , Win vero, The correlation eoallielant jy 

of wi, and iy te 

fy fi fe Oty DCU Wy) dy diy y 

where Alu), vy) le the probability denaity finetion af 1 
wand oy, ‘The integrate ean be evaluated analytioatly 
Cumaqang, 1962) and the vemult be 

Poet (=p)! ek pyr pytuntt py ay), (AD 

WIihin an error of a few paroent, Iie oxprenaion ean 
Ne WhO nAted by



a Bde Bowe and 1. A, de Jongh) Goohlear anooding 

Dye (ay vn (A2) 

over the full range «1 <p,<4 1. Inversely, p, can be 
oxprenned in terme of py: 

pve (np = 1, (A3) 

‘Tila exprension ia used to convert the (normalized) auto- 
porrelation function ¥,(r) of the firing probability p(¢) 
to the autoporrolation function q,(7) of a variable q{z) 
that corvenponds to y above, It is seen that this con- 
Vvoralonederectification—-is very simple indeed. 

If the mignul g(t) has the character of a narrow-band 
vandom wignil, rectification has little effect on the spec- 
trim 1) the main passband (cf, Davenport and Root, 
1058), mont of the distortion products arise elsewhere 
in the spectrum, Conversely, the derectification pro- 
done hie little effect in the main passband but it serves 
Wollelf nol always satisfactorily in our recordings— 
io eliminate other distortion products due to rectifica- 
ton, 

Nevorda of the 9{) and plt) signals are processed with 
4# Word count of 4000, the sampling period being 20 us 
we Unual, Autocorrelation functions are computed for 
O10 values of 7, starting at 0, A triangular window over 
(he entive 7 range te applied to achieve some smoothing 

in (he (requeney domain; next, the autocorrelation func- 
tion le Made aymmetrical to a word count of 1024 and is 
Vourler transformed, The plotting program was similar 
to (he one used for plotting revcor spectra; it had the 
option to widen the frequency scale and to adapt the cen- 
tor point to the resonance frequency. It should be noted 
(iat (he vertical aeale has acquired a different meaning: 
Ii (he vevoor spectrum plots the spectral amplitude is 
plotted on a decibel scale according to its power but in 
Wigs. 16 and 16 the Fourier transform of the acf has 
the dimeriaion of power (density) and can be plotted di- 
roolly In decibels, 

‘We vonnider aa a primary auditory neuron a functional unit 
that (nolidow the external and the middle ear, the cochlea, 
(he appropriate Goner) halr cell, and the process that leads to 
(he prodvetion of an action potential in the associated nerve 
filer, {t transforms on analog signal—the acoustic wave- 
form of the pound received—tinto a train of pulses (“events"}. 
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hapter T11. MODELS OF THE AUDITORY PERIPHERY 

(ists da Pass 

_— flaveral models of the peripheral hearing organ exist; of the older 

ae. qualitative models (which date from the time before electrophysiological 

data from single auditory nerve fibres were obtainable) the one of Davis 

1957, 1958) ig still of interest. The most important quantitative mod- 

ole are those of Siebert (1965, 1968, 1970), Weiss (1966), Duifhuis 

(1970, 1972) and Johannesma (1971). 

iiecause Duifhuis' model is an extended and improved version of Siebert's 

wodel, the latter is not considered here.The supplements and improvements 

to Wetwa' model made by Geisler (1968) and De Boer (1967) will be consid- 

ered with Weiss’ model in III-4. 

‘he anatomical and physiological aspects relevant to modelling were 

diseussed in chapter I. Some of the aspects are quite accurately known; 

othera, however, can at the moment only be surmised. Thus models of the 

auditory periphery cannot as yet be very detailed and also give very 

different representations of the various stages of the transformation, 

‘ivee models are discussed in this chapter: those of Duifhuis, 

Johannesma and Weiss. The models are presented in their original forms 

ae found in the mentioned publications; only for the sake of uniformity 

‘Souponents were sometimes given new symbolic names. The chapter ends 

with a evitical evaluation emphasizing the physiological aspects of each 

wodel, Deeper exploration, possible after a discussion of the analysis 

method and its results, is found in chapters V and VI. 

ited, Qudshute’ moder 

Vig. 3*1 depicts the model as described in Duifhuis (1972). It con- 

f of two complexes: a filter bank followed by a firing model. 

  

veral respects this model is equal to the one decribed in 
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Fig. 3-1, Duifhuis' model. For the sake of uniformity the filter bank of 
the original model (Duifhuis (1972)) was replaced by one linear filter H, 

The filter bank consists of a series of linear filtere the properties of 
Which agree with the frequency selectivity derived from electrophyslolae 
gically measured pure tone tuning curves. Thus the linearly filtered wilge 
nal y(t) does not represent the movement of the basilar membrane, but te 
amore aharply filtered hypothetiaal aignal (see 111=5), 

The firing model ia of the stochastic type. (The objections to a trigger 
‘model which led Duifhuie to this choice are discussed in pection Lite5,) 
The basic assumption incorporated into this model ia chat at eaeh Instant 
the firing probability density per unit of time da proportional to the 
amplitude of the stimulating waveform when the Latter ta positive, the 
probability ia sero when the waveform dn negative or sero, Thin fleing 
model, mathematically a nonhomogeneous Polanon process, wan introduced 
by Slebert (1965, elie re The Jusviffeavion for a neural firing mode 
ol paosen i 
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With a proper cholce of the parametera 0, try ty and t (nao Fig, Sel) 

Duithuia obtained the following resultar 

a) The fining probability during stimulation of the model with a 

oinusoid of 1000 Hw fits an experimentally obtained period histogram 

(from Rose et al. (1967)). 

This fact aupporta Dulfhuia' baste assumption, 

alnusold, complex stimuli) is found to fit, to a first approximation, the 

veetified linearly filtered acoustical waveform (see chapter IL). 

flome more detailed characteristics of peripheral hearing which are 

modelled by Duifhuis are:   us activity which is easily introduced as a constant level, p, 
b) Interval hiatograma of the puleea obtained with sinusoidal atimue 

Lation show good qualitative fits to the experimental data over a large 

dynamic range. 

=
 

waded to the input of P (see Fig. 3-1). When no input signal is sei 

 & Polason process with rate, Pos {an excellent description of spontaneous 

| nehivity) results, 

c) With the proper choice of parameters, PST histograms of ellek 
Relractoriness which is modelled as a factor kj, by which the input to 

responses can be brought into good agreement with experimental resulta, 
the Polason process (the rate) is multiplied (when a spike occurred on 

Bae Pee 8 Adaptation occurs as a result of the adaptive behaviour of the saturation 

5 ky(t, 0, 1) =U (t - 0) e a (3-a) mechaniam (see Duifhuis (1972)), Duifhuis' model may be character= 

ived as a phenomenological model. The firing model is of a stochastic 

type. : 
iu whieh U(.) is the Heaviside step function. 

Hulfhuie took the absolute component of the refractoriness, 0, to be 

0,8 msec.; the time constant of the relative component, 1T,, was assigned 

values between 0.1 and 1 msec. 7 
ii=4. Johannesma's model 

Saturation which is introduced by a feedback system which controls the 
: . We will deal with two versions of it; Pig. 3-2 showa the model aa denort= 

nutiber of firings of a fibre. A "leaky count" of the output of the Pois- 
bed by Koldewijn (1973). It consists of two complexes; the firat complaw 

iu, as in Duifhuis' model, a linear filter H with sharp tuning eurve 

‘properties. The second stage is explicitly supposed to model the proper= 
ties of the hair cell plus the synapse and the primary afferent dendrites 
it ia a no-memory nonlinearity, G, followed by a lowpass linear filter Ky 
An important difference between thin and Dulfhuis' model lies fn the - 

firing mechanism: Johannesma used the STLIT model (Stochaatie Input Leaky 
Integrator Threshold model, Johannewma (1969)). The model implies an in= 
tegration process presumed to lie in the peripheral part of the primary 
istry nouron, When the Integrated input wignal passes the Airing 
nold, a areas ta eae An earlier tea re ce mon) (Jo T 

jon generator, P, is compared to a maximum rate to determine a factor, 

‘has which affects the input to P. The factor kp depends on Ar (the dif- 

ference between "the desired rate" and the current rate) as follows: 

| 

ili wert (3-b) lee 

   

  

   

  

   

   

  

‘When # * 1 see. and t9, the time constant of the leaky integrator, equals 

250. m#ec., the model shows an adaptation with a time constant of about 

10 mee. (uifhuis (1972)). 

      
    

    

plete tiodel of Vig, 3-1 was realised aa a seraas model, 

ni were done on sinusoidal, click and periodie pu



   
   

  

   

  

        

      

   
   

   

    

   

     

       
    

    
        

    

      

         

want with Dulfhuta’ baie assumption, 

The second property is concerned with synchrony. An already mentioned 

dn chapter Tf, the phase-locking of neural apikes with the stimulus 
1 per unit of time is proportional to the input signal value (Johannesma 

: (1969)). In the Leaky Integrator model this will only approximately be 

  

  

  

      
  

                            

  

1 brue, waveform gradually disappears for high stimulus frequencies, In Johan= 

nesma's model the phase=locking occurs as a direct consequence of the 

vee overlapping spectral characteristics of the band= and lowpass filtara 

- Wand & (Pig. 3-2). When H and K do not overlap, no synchrony occurs. 

A proper choice of the cutoff frequency of K leada to good agreanant 

— pwede nei Meer |__| Stir |g between the model's loos of phase locking and experimental observations 
- ty dynam) c static > dynamic 2(t) me F , 

G K Adaptation is not realised by a sensitivity change of the pulse generar 

  

ting mechanism as in Duifhuis' model, but as a dynamic exeitation change 

in the hair cell-synapse component. This adaptation occurs in an earlier 

fitage of processing. 

Johannesma's model may be characterised as a physiologically orlanted 

Mg. 3-2 Johannesma's model . model; the firing model is of the integrate and fire type, 

Now we proceed with the third, much older, model. 

Heiss’ model 

After the typical stochastic model of Duifhuis and the threshold 

model of Johannesma we treat the simpler and older model of Welan (1966). 

Weies' model (Fig. 3-3) was conceived shortly after the firat elestroe 

physiological single fibre data were available. Again, the first element 

Mere foltow some detailed characteristics of peripheral hearing which 

ave vealised by the model: 
= 

eee ‘ i a linear filter, H, but here it represents the mechanical properties of | 
Sus ectivity is realised by an extra noise input just prior to the basilar membrane, the most plausible data available to Wolwn = thone | 

¥ 
ie ; : 

the muUGipUAcative action of the adaptation loop. of von Békésy (1960). This is in contrast with the other modela in whieh 

Wl represents the sharp tuning curve filter. 

 Refractoriness is present in this version of the model only as an inher- 

@nt ateribute of the SILIT component. 
ir 

ity. The shape of the nonlinearity has a great influence on the otmulae 

The second element, G, is a transducer, modelled a» a no~memory nonlinear j 

tion resulta of the model,    
   

flaturation arises from the saturating characteristic of the rectifier. 

properties and simulation results of Johannesma's model have been 

hed by van Gisbergen et al. (1971), Johannesma (1972) and Kolde- 
973). ‘wo properties are of special intereats 

units with low Cr (<1 kHz), the firing pr 

tified bandpawa filtered input | 
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lant part da the re waded ay conniute of a linear element, K,
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upward direction, a spike is generated. After a firing, the threshold is 

Yeset to a maximum value which decays exponentially to a resting value 

with a time constant +t 
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H G K T 

Fig. 33 Weiss' model. 

‘The stochastic character of the firings results from a low-pass noise, 

‘n(t), added to the trigger's input signal. This noise signal also produ- 

eH spontaneous activity in the absence of a stimulus. 

=. 

In considering the results of the simulation of Weiss' model, let us 

firat look at spontaneous activity. The properties of spontaneous acti- 

_ Vily ave gouvernedby the time constant of the reset mechanism Tp» and by 

Be the cutoff frequency of the low-pass noise. A choice of 0.3 msec., for 

a tp and a bandwidth of 2-5 kHz for n(t) will yield a satisfactory spontan- 

— souH activity. 

‘the evoked activity cannot be simulated successfully, however. The fail- 

Ae mainly caused by Weiss' choice of linear filter H, which is not 

    

III-5. 

    

  

This solution dogs not hold for the higher frequencies, however, The nol 

simple way out of this problem was suggested by de Boer (1967), De Noor!) 

argument is based on the fact that his reveor functions show very ahary 

tuning that cannot be explained by any instantaneous nonlinear act lon 

(see also chapter IL). The solution is to take a sharp linear filter ine 

stead of the "basilar membrane filter". 

ia 
Refractoriness again is an inherent property of the firing model, Golale 

(1968) adapted the threshold reset mechanism so as to take cure of ay abi 

lute refractory period, 

Saturation results from the instantaneous nonlinearity, G., Aw for adap 

tation, this was not explicitely included by Weiss in this version of Wh) 

model. 

Weiss (1966) mentions several failures of his model, which would dla= 

appear with the introduction of the sharper linear filter. We will not 

discuss the results of the original Weiss model further, In the #aquul 

we adopt de Boer's improvement and use a "modified model" which haw # 

sharp linear filter as its first element, like the other two. 

Weiss’ firing model could be characterised as a trigger model. 

Discussion 

The components of the models are now discussed in relation with 
their physiological correlates. Each section begins with a short dew 

cxiption of the component and a brief exposé of the relevant phyntologts 

cal processes. Then an attempt is made to establish the link for aaeh of 

the three models if applicable. During the presentation compariaous with 

the properties of the preceding model are given. 

All three models are built according to the following general sehenat 
an initial linear filter is followed by a static nonlinearity whieh in 
turn da followed by a fixing model. The output of the linear filter a — 
a bynetbeniay mat which is supposed to mirror the receptor 

}) The nonlinearity modele the prope: 

Land the primary audttory newra ms the
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mt of the nonlinearity thus mimicks the generator potential. The cleft, During hyperpolarisation the opposite occurs, This rectification 
4 model, of course, reflects the properties of the dendrite and effect ia depleted in Fig. 3-4 for the squid giant synapse: the abolana 

“initial segment" of the primary auditory neuron. gives the presynaptical polarisation, the ordinate gives the postaynap= 

atts tical polarisation as the result of the transmitter action. We can 

eer 1) The linear filter H - Basilar membrane filter, "second filter". assume that the linearly filtered acoustical stimulus modulates the 

Ile mechanical properties of the basilar membrane as revealed by direct hair cell membrane potential, and that in the depolarised phase of the 

ernst of its displacement and velocity are linear over a large dy- modulation synaptical vesicles empty into the cleft in amounts that de 

ange (Von Békésy (1960), Johnstone et al. (1970), Wilson and pend on the extent of the depolarisation. Postsynaptically, HPS?!» 

‘tone (1972)),. Only one experimenter finds clear nonlinear behaviour ; (excitatory postsynaptical potentials) are generated. 
at high intensities (Rhode, (1971, 1973)). However the mechanical fil- ! 

toring cannot explain the much sharper frequency selectivity found in | 405 

——thngle {ibve responses, e.g., pure tone tuning curves and revcor func~ I | 

tone. ‘there is considerable evidence of a "cochlear sharpening"; Evans 

(1974) Nau suggested a "second filter" which is strongly dependent on | 30-) 

 fi@tabolie processes and appears to be physiological vulnerable. However a 

= fhe nature of this filtering action is still very unclear, and it seems | t 

Ab the tioment not justified to try to include it in a model. Besides, 7 Oo 

the total fvequency selectivity of the auditory periphery (at least in 4 

wat) de deduced from neuronal responses in the auditory nerve is quite 10-4 O O 

vonvindingly demonstrated to be linear over a large dynamic range (chap- 

tor WW). ‘Thus at the moment it seems adequate to describe the frequency 

M1 ' tivity, up to at least 60 dB above the threshold of a fibre, by 1 i 

i I in Of One, sharp, linear filter. 50 Pre (mV) wo 

‘k thitee models (when we use de Boer's modification of Weiss' model) Fig. 3-4 From Katz and Miledi (1966). - | 

do eon ain it, so on this point no controversy exists. 

: If we assume that in the hyperpolarised phase no EPSP's are gonerated, | 

he pactifier ~ The sensory synapse. then a rectification of the hair cell membrane potential resulta, (IW 

x) ela contain a rectifier in the form of a static nonlinearity. The this very simple description we ignore nonlinear effects which certainly | 

ni ph col mechanisms which underlie this element are supposed to re- exist in the mechano-electrical transduction, but these might be of 

wide in the hatr cell - primary afferent synaptical junction. The pro- minor importance in the low frequency encoding which we study here.) 

of these synapses are unknown, but an analogy with the well Tt in well known that synaptic transmission may show both saturation 

          
  

uromugeular junction may be supposed for operational purposes. and adaptation (Auerbach (1972)), Indeed Johannesma allocates these 

| epee junction in the frog (del Gastillo and Katz (1954)) proper tiee au the revtitiier waite (aynapse). 

movin a onwan i are at least three pousible nov 

¢ receptor potential. At bi? re
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= mame hard to conceive of a dynamic range of even 60 dB. For example, 

the maximum modulations of the hair cell membrane potential must be of 

the order of 20 mV. With a 60 dB dynamic range this requires the modula- 

tions at threshold of the order of 20 pV- an unrealistic value in view 

Of spontaneous membrane potential fluctuations, which might be of the 

‘The second possible source of saturation is the generator potential. The 

effect of nonlinear summation of EPSP's (Martin (1966)) will tend to 

Galuvate the generator potential as well. However, we must face the fol- 

lowlng experimental fact: no matter how intense a sinusoidal stimulus is, 

we never meet "clipping" of the firing probability (see chapter II). In 

other worda, in the firings the sinusoidal distribution of firing proba- 

Wididny lu always preserved (see also Rose et al (1971)). This would mean 

that the saturation cannot be the result of a saturating instantaneous 

fonlinearity, Rather it appears to be a dynamic sensitivity change - a 

dynamle change in the slope of a nonsaturating rectifier. (This argument 

dows not hold when the instantaneous saturation is followed by a band 

paws (ilter like in Pfeiffer's model (Pfeiffer (1970)). This possibility 

ja veconuidered in chapter VI.). 

A thivd possible source of saturation is the limited firing rate capaci- 

ty of an auditory nerve fibre. This, however, does not seem to play a 

Yyole, because it is possible to force an acoustical nerve fibre into 

firing rates by means of electrical stimulation (Kiang and Moxon (1972)) 

much higher than those found in a normal, acoustical, stimulus situation. 
— 

“ Though all three models contain a rectifier, only Johannesma used 

tt @# a dynamic element by modelling the adaption and saturation at that 

alte, ; 

Tn view of the results concerning adaption of Eggermont (1972), Johan- 

‘» modelling seems the most plausible. In view of the remarks about 

vat ration, Welas' solution of attributing the saturation to the static 

inearity cannot be correct.     

nt oll 
I al 

  

    

     
  

  

The action sabantlada that travel along a primary Sager neuron are 

generated at the “initial segment" of its ganglion cell. When at that 

aite the membrane potential surpasses a certain depolarisation level, 

a spike is initiated. In other words, spike initiation is the result of 

a threshold crossing. Consequently, a model of the auditory periphery 

should contain a threshold mechanism. 

This does not necessarily mean that a.non threshold model like the one | 

of Duifhuis should not be able to simulate very accurately the inpute 

output relations, It is even conceivable that the threshold character 

of the spike generation is indeed a detail which is irrelevant for an 

adequate description of the firing model, The following reasoning for 

instance eliminates subthreshold synaptic events and would justify suoh 

a view. The transmitter release from the presynaptic element , the hair 

cell, can be described as a Poisson process, the rate of which depends 

on the membrane potential of the hair.cell. If, first, the size of an 

EPSP in the post synaptic element is relatively large (several mV'a in 

conceivable in the very thin nerve endings involved), second, the cable 

properties of the primary dendrites are such that the EPSP's arrive rem 

latively unaffected at the initial segment and, third, the firing threa= 

hold is low compared to the size of the EPSP's, then every transmitter 

quantum which is released will give rise to a spike (unless refractori« 

ness interferes). In this way the Poisson character of transmitter reledse 

is translated into a point process-like generator potential (the single 

BPSP's are the "events") which in its turn is translated into the same 

Poisson process but now in the form of action potentials. The threshold 

character of the spike generation need not show up in the model in thia 

case.   
In view of our general knowledge of synapses and receptors however, 

(Papas (1972), Loawenuteln (1971)) de de more likely that the generator 

potential da fay from renenbling 4 point process like the one desorihed + 

above, Vary probably. \ ms otential of the primary afferents 

consiate of many Nev with @ very substantial intrinude 

membrane nolee, # relative apontaneous 
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that the inte the {ndetal segment could be very short ine 

fluctuations in nerve fibres are related to the diameter of the fibre by: dead, Wachee toush pes 4 correspondence which exists between Johannaenn's 
. ’ MpPOn & CORESS) " 

o/y » 0,03 aren’, in which o is the s.d. of the fluctuations, E the mean SILI? model and Wetun' firing model: when the integration time gata very 

wWembrane potential and d the diameter of the fibre in um, Near the base | short, Johannesma’s model degenerates to Weiss' (see VI-4). 

of a hatr cell we may expect o/, to be about 0:2! Ta thte ease the gene Duifhuis' firing model takes care of the saturation and adaptation, 

vation of action potentials can not be described whithout the introduction Though these properties can be observed at the initial segment (Grant 

of threshold crossings, which are, unfortunately, mathematically very et al, (1963), Nakajima (1964)), the results of Ishii (1971) (in go lde 

diffieult to handle (see e.g. Slepian (1962)). On the surface, the firing fish) and Eggermont (1972) (in guinea pig) suggest strong aynapthe adape 

moments resemble an inhomogeneous Poisson process, but the threshold h tation in the peripheral hearing organ. 

character of the generation of the spikes would be suppressed by such a 

deweription, In this thesis it will be shown that the incorporation of Let us now consider the simplest threshold firing model = that of 

a threshold in the model enables us to solve a discrepancy between exper— ; Weiss. In discussions of the complete model some rather serious shorte | 

imental facts and model predictions. 
comings are often mentioned: 

a) The internal noise in the model poses some difficulties (DulfMule | 

(1972)). A large dynamic range can only be obtained when the internal 

noise level in the model increases constantly with increasing input levels 

t iri . Th i K 7 : 

Beiemrepra need) with Johannesna: pecan model a lowpass £itter, Bx merle 4 This problem does not arise when, as described above, we assume thal the 

the passive conduction of the generator potential along the postsynaptical noise is added to the signal after adaptation and saturation = in plyalor 

element to the "initial segment". In our opinion such an element must be logical terms, when the membrane noise of the afferent fibre do che maby 

ineluded in a model of the peripheral auditory system because of well- noise source, and when the main adaptation and saturation effects ane xt { 

qi 

| 

ienowa properties of neuronal membranes. 
the result of dynamic sensitivity changes in the hair cell. In thie cane   
the signal to noise ratio of the generator potential remains constant Wie) 

Now returning to the firing model we must consider that there are indic- saturation is complete. (In principle this happens in Weise’ model, Wut 

ations suggesting, both indirect - on anatomical grounds (Spoendlin with the type of saturation used the result is unsatisfactory, see chap 

(1970))=, and direct (Robertson (1975)), that the spike originating site 

  

     
   

ter VI. 

of the primary auditory afferent is not localised at the : For clicks of high intensity the Weiss model predicta PA's 

ite of origin of the axon (in analogy with the motoneurone) but more which are much narrower than those found experimentally. thia diffioulty 

peripheral, and that the spikes pass the soma via nodes of Ranvier. also disappears when the argument in a) is applied. 

Vhuw the soma is probably not involved in an integration process connected c) With a constant trigger level and sinusoidal stimulation we vould 

to the firing mechanism. This makes it, in our opinion, less probable expect threshold croasings to occur closer to zero crossings of the athe 

‘that the integration time is several milliseconds (Koldewijn (1973) uses mulating signal ae the stimulus level is raised. There should be a ahitt a 

4.3 meee in hig simulation). For a node of Ranvier of a frog nerve fibre, of the period histogram with increasing intensity. This ahift fe noe 

Tanaki (1955) measures a capacity of the node of about | pl and a resis~ found in primary auditory fapulaes evoked by sinusoids at Gl (Andersen at 

tance of about 50 MY. This means an RC-time of about 50 yee. Of course al (1971)), Thie difttor e discussed after the Weise model hag 

eer been considered in de an 

oof our interest and thia frog node, we want to atm
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jwler's attempt to improve Weiss’ model by changing 
ive and the behaviour of the threshold failed because res 
ation at high intensity levels could not properly be simulated 

       

er (1968)), Again, the main reason for misfit with experimental IV-1. 

‘apart from the wrong linear filter, lies in the kind of adaptation/ 

aturation mechanism used in the model. 
the! ¢ 

Thou i a4 a whole Weiss’ model shows bad simulation results, the firing 

lol may be more of less correct. In the sequel it will be shown that 

 Wedan! firing model has an important property which gives a possible 

explanation for certain experimental findings. 
++ ' 
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‘Chapter TV, — 

  

Introduction 

In the following mathematical analysis of the models that were ine 

troduced in chapter III, the models of Duifhuis and Johannesama are treated 

together; the analysis is quite straightforward for the simplified vary 

sions used. Weiss' model, notwithstanding its simple appearance, is much 

more difficult to analyse. A simplified version of Weiss’ model is ana~ 

lysed in this chapter, but that takes considerably more effort than the 

former analysis. In the following paragraphs the shapes of the reveor 

functions for the various models are calculated and it is attempted to 

elucidate the properties of the simulated signals y*(t) in relation to 

the firing probabilities p(t) in these cases. As explained in chapter IT, 

y*(t) is the linearly filtered input signal to the model, where the reve 

cor function is taken as the impulse response of the linear filter 

Looked upon in a more general way, the reveor function is proportional 

to the first order Volterra-Wiener kernel, which implies that y"(t) to 

the best (in mean square error sense) linear approximation to the oulpul 

signal p(t). (See for an extensive review of the Volterra-Wiener approadh 

Hung und Stark (1977).) 

The analysis of the models of Johannesma, Duifhuis and Siebert 

In this chapter we analyse the models without taking into acaount 

the adaptation mechanism. This mechanism is virtually inoperative in the 

case of Gaussian White Noise stimulation: attempts to demonstrate iin 

effect failed. Another simplification reduces the problem 

of analyais congiderably., The spike generating mechanism may be ignored 

because ite tranaparancy for the correlation technique used. This ia true 

for these model generating mechanisms are inatantaneouay 

nt is proportional to the input — 

de true for the SIPIT firing 

imately for the STU model 

im Like 

die 
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Yor the moment, then, we shall ignore the spike generator and concentrate 

on the analysis of the simple system of Fig. 4-1 (in the case of Duifhuis' 

and Sieberts' models we simply take $(t) for the impulse response of the 

ieoond filter, k(r). 

    

                

: Vinear nonlin. linear 

= x(t) | dynamic | u(t)” | static v(t) | dynamic] y(t) 
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The result of the first order crosscorrelation procedure: 

The same definition of the crosscorrelation function used in chap- 

tev 11 will be used here. In order to obtain this function we start with 

the erosacorrelation function between x(t) and v(t): 

Rey . x(t) v(t) = cy h(t) (4-a) 

(where the bar meang time-averaging : x(t-t) v(t) = ag Fo Le x(t-t) v(t)dt) 

with @; depending on the nonlinearity This follows immediately from the 

theorem of Price (Price (1958)). The crosscorrelation function between 

the input and output signals then becomes: 

Ty me oi x(t) yty ot x(t=1) v(t-o) k(a) do 

“cy Ni h(r-0) k(o) do * (bh ® k) (rt) (4-b) 

Where y stands for the operation of convolution. 

om the Vourler domain this reads: 
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‘In thie case the erosscorrelation function Ruy) iu proportional 

to the impulaeresponse of the linear part (or cascade of linear parts) of 

the system. 

Now. we treat a useful case in which the amplitude characteristics of the 

linear filters H and K can be obtained via a second order analysis, When 

the nonlinearity $(.) is a function which can be expanded in a power 

series, the second order crosscorrelation function reads (for the cage 

of a quadratic nonlinearity see Johannesma (1976)) ! 

Rycey O97) = x(t=a) x(t-1) y(t) 

=p f"h(o-v) h(t-v) k(v) dv + ct 6(o-r), (Mel) 

which in the Fourier domain becomes: 

By (o0) = col(w) Riv) E(wtv) + e!, (Ama) 

On the ancillary diagonal (¥=-9) this function has the form: 

K gy (@rrw) = 08 (0) Kw) |? + o', (af) 
From this relation the amplitude characteristic of H can be racoverad, 

Then the amplitude characteristic of K follows from: 

Eee) |- ee! (mw) 
[E(w | 

Thus when the second order V-W kernel can be measured accurately and the 

nonlinearity is such that the amplitude of the kernel is not too small, 

the linear parts of the system of Fig. 4-1 can be determined. With the 

aid of a least squares method the nonlinearity can then be estimated, 

Returning to the first order kernel, in the case of Johannesma's model we 

find: 

Rey (tT Ch wk) Cr) (Ah) 

and Duifhuis' or Siebert's model yields: 

Ryy (rd) ehCr) (44) 

aaa “ el ig portion il tos 

We ave now ly ition t6 elaborate on the simulation result relating 
the Linwavhy Him, y*(t), and the firing probability. 

1)
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to (4-4), = the Duifhuis and Siebert case = the {mulation re- 
‘ahould be proportional to an instantaneous nonlinearly distor t~ 

‘on of the input to the spike generator, and thus to the firing 

(4-3) 

aye) wo{y*Ce) } (4-k) 
hd 

@ odela the firing probability and the simulated signal are instan- 

ous nonlinearly related. For Johannesma's model, no such simple cor- 

Veapondence exists, although for very low frequency units an approximate 

‘Yelation similar to (4-k) holds. In Johannesma's model the simulated 

anal haa the form: 

hte) =f #(t-0) n*(r) dt 

‘im. wf xcter) JiCr-v) k(v) dvdr 
  

* ae #fwlt-v) k(y) dv (4-1) 

While the firing probability is: 

PCED He yCt) wef o{uce-v)} K¢v) dv (4-m) 

Obviously there is no instantaneous relation between p(t) and y*(t) here. 

the filters H and K are such that the pass band of H falls 

: nip! ly within the flat pass band of K, and also that several higher 

i of the narrow band signal u(t) pass K relatively unaffected, 

ae j{u(t)} = v(t) and y*(t)=u(t). Indeed in this idealised case 

on (4k) holds, and thus for Johannesma's model we should ex- 

instantaneous nonlinear relation between the firing probability 

the aimulated signal. This would hold at least for low frequency units. 

(11 (hese cases, the simulation method or first order V-W approxima- 

elde # signal, to which the actual firing probability has an 

nonlinear relation. This means that a comparison of that 

and the corresponding p(t) can serve to teat the Nalidity 

This ie done in the next chapter, Kote we wh dh 
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The original Weiss model (Weiss 1963, 1966) was altered in Chapter 

TTT, where it was shown that the linear band pass filter with "Békény" 

characteristics should be replaced by one with tuning curve charade 

teristics. When we ignore the adaptation mechanism for the reason men 

tioned in IV-2, we arrive at a simple version of the modified Welaw model 

shown in Fig. 4-2. Note that in this case the spike generator can not be 

discarded because, as we shall now see, the transparancy principle does 

not hold. In this paragraph we assume G to be an ideal haliwave rectifier, 

This is for the ease of the notation but does nor present a reatrlatlon, 

    
  

  

              
  

Jinear nonlin. > |_—_p rigger|——__— 
x(t) | dynamic] y(t) static ee 2(t) 

H G T 

Fig. 4-2 

The result of the first order crosscorrelation pro 

  

The crosscorrelation function between a GWN input signal x(t) and ; 

the resulting spike signal z(t) (treated as a series of dirac é=funationa) 

for the system of Fig. 4-2 is given by 

Rect) = b h(t) + 2 nt(x) (hen) 
where x(t) and #(t) are assumed to be of wnit variance and the quadratie 

content of h(t) in equal to 1 (de Boer and Kuyper (1968)). The quantity I 

b te dtmenstonie and i equal to the threshold of the trigger relative 
in the normalised derivative of h(t): 
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f ' 1 
hi (r) » h(t) with c= h'(r) Colt 0 (Petncre! 

“thaw fn! 6r) de = (fn (x) ae = 1. 

We now dafine the function h*(1) for this chapter: 

her) = S {b H(t) + Eh" (r)). (4-0) 
+® fot 

‘Thie function is the normalised revcor function. 

Weeause h(t) and h'(t) are approximately orthogonal in view of the nar- 

vow band frequency selectivity (see Chapter II for examples), the revcor 

function as defined in (4-0) is normalised and the simulated signal, 

y*(e), has unit variance. This facilitates mathematical manipulations, 

The result (4-0) holds for the system of Fig. 4-2 when the threshold 

level of the trigger, b, is fixed. 

A fluctuating threshold: 

It ie not realistic to assume a fixed threshold, We must certainly 

expect stochastical fluctuations in the level (membrane noise, synaptic 

poise) and more or less deterministic fluctuations due to refractoriness. 

‘A tluetuating threshold is introduced as follows; 

When y(t) passes the threshold level and y'(t) is positive, a spike is 

generated as in the original case, but now the threshold level is not 

(ined, The probability that the threshold level will have a certain 

level b at any given time, is gouverned by a probability density function 

By Oo! 

fat » ply(t) = b | t is a spike moment} = pty(t, ) = bd} (4-p) 

where ty in a spike moment. For the time being we will not be concerned 

with Recetas in relation with the temporal behaviour of the threshold 

‘luetuationa; these will be discussed with the generalisation of Weiss' 

{ model (chapter V). 

following treatment we shall simply asaune that aha nde range of 

0 achat Baste of the shsettall ye 
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Yor the caleulation of the first order croascorrelation function, we 

rewrite (49n) am follows: 

Rey (t)  BCx(ter) | y(t) = by y"(t)>0) 

= b n(c) + vB bN(r) (ana) 

where E means mathematical expectation. 

With the aid of (4-p) we find for the Fluctuating threshold casat 

eat) Zag l Ley () tb ate) + Eb" (r)) ab = Bt) + Antex) (har) 

where b is equal to the mean value of y(t) on spike moments: that ia, $ 

is the mean threshold level. Again, the function h*(r) is defined aa the 

normalised crosscorrelation function given by 

u(r) = a {6 h(t) + YB nt (xd) (hema) T Be aly <u: T 

Thus in the case of an arbitrary threshold distribution, where spikes 

  

are generated when y(t) crosses the threshold and y'(t) is positive, the 

function h*(t) has the same shape as in the case of a fixed threshold 

level. The only difference is that the coefficient of h(t) is now equal 

to the mean threshold b instead of the fixed level b. 

Clearly, the crosscorrelation procedure does not yield the impulse charage 

teristic of the linear part in Weiss' model, contrary to the findinga with 

the other models. In Weiss' case there is a perturbation term containing 

the derivative of h(t). We should not expect a simple proportional vale 

tion between the simulated signal, y*(t), and the firing probability p(t) 

in Weiss’ case, as we should expect to find in the other cases (mae fek). 

Before we proceed with this relation, we might ask if the perturbation 

term might be directly visible from the shape of the revcor function Lim 

self. Unfortunately, this is not the case; the linear filter I defined 

by the reveor function has slopes which can deviate no more than 6d/oety 

from the slopes of the actual filter H. In the case of the peripheral 

auditory syatem the #lopen are too steep to perceive such a difference, 

So purely Oe finetion h*(r) no conclusion can be drawn ag 

to the hte ww OF abner | perturbation term which could indleate 

that a Chl woe) 1d) de pi renent in the spike generating Hya* 

tem, 
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The vesult of the simulation method: 

i 

tthe linear filter used in the simulation procedure, H*, has the 

‘ven in (4-8) as its impulse response. Thus the simulated sig- 

y(t), has the form: 

KE 4 2x {b y(t) +y2 y"(t)} (4-t) 

hin section we wish to clarify the correspondence between y*(t) and 

Whenever the relation between y*(t) and p(t) is quite different 

‘that characteristic of the other models (4-k), it should be possible 

infer {vom experimental data whether or not it is necessary to incor- 

‘ate a threshold into the firing model. 

b fixed threshold case the character of the threshold does show up 

wlearly in the simulated signal y*(t). The stochastic variable y(t)» 

where Rie * 1, N are spike moments, is distributed as follows: 

pa ~~ 

    

      

. (6242 fn) mtn” [eee 

4 
h 1b?+2/n e@ n> b? 

opty* (eden? = 
Voiet ln 
  

9 otherwise. (4-u) 

ie euaily found from: 

emer | ee.) +R 

| 2 yz 1 
id \_ a, pb? +74 y'(t_)} 

i ‘ en I v n 

the: aint y'(t,)30 together with the statistical independence of 

yt) id y'(t) leads to the half Gaussian distribution to the right of 

(4-v) 

L p2/yvoe + 2/n. In Fig. 4-3a, b and c, these distributions are 

for the threshold values b = 0, 1 and 2 respectively, together 

  

priori (Gausian) distribution of y*(t). For the sake of clarity 

Abutions are all normalised to the same maximal value, 

      
  

Fig. 4-3 

The conclusion is that, although y*(t) is a perturbed version of y(t) 

having the property that y(t.) = b for all t., the threshold character 

is still clearly preserved. In a histogram of values of the simulated 

signal at spike moments, all values lie to the right of the value 

‘p2 iy ho2 + 2/n. 

This is not the case for the fluctuating threshold where the threshold 

character need not be preserved in the y*(t) signal. At spike moments 

we now have: 

+ 2]n y¥(t,) = B y(t.) + Zy'(e.) (how) 

in which the normalising factor ¥62 + 2/7 is introduced for the aase of 

calculation, 

For a given threshold value, b, equation (4-w) yields the valuet 

Deb + fe y'(t,) (Chew) 

which leada ho ihe diated Ms on funetion: 

      

    



      

   

= 52 = 

_ Mn- bb}? 
P @ 

pt ‘ ee | 

ES a 
n> bb 

otherwise 
(4-y)} 

‘The overall distribution function, which takes into account the threshold 

distribution (4-p) is thus: 

_ mn - bb)? 

tyr) = aoe” [ f£y,() e ‘ . UM - Bb) db (4-z) 
wT oo 

where U(.) is the Heaviside step function. The shape of the distribution 

ia atrongly dependent on the threshold distribution and unlike the fixed 

threshold case need not betray a threshold character at all. 

If we go deeper into the problem of how far the threshold character of 

apike generation is preserved in the simulated signal y*(t), we must 

diatingulsh between two cases: 

|. The threshold fluctuations are relatively small compared to the stand- 

‘avd deviation of y(t); that is, Eis) is a narrow distribution around a 

imean value b. 
2, The fluctuations are large, even a histogram of y(t.) values would 

not reveal the threshold character of the spike generator. 

Tt ease |, the threshold character, evident in the values of y(t) all 

being around 6, is more or less preserved in y(t) values, because the 

‘latter ate distributed according to a more or less smeared out version 

of the distribution of (4-u) (examples were shown in Fig. 4-3a, b and c), 

In case 2, the threshold character can no longer be deduced in the y(t) 

‘domain from the y(t) values, but rather from the fact that y'(t,)>0 for 

all, apike moments th This feature is completely lost in the y*(t) domain 

‘dings YC) on turns out to be essentially zera (see below), 

7 to complete this section we give an example of a threshold distribution 

belonging to class two. Let us take: 

as “b?/o 

Tn thie cane tha "elfective firing probabitity" (ov the firing probae 

bility conditional on y(t)) is proportional to the half wave rectified 

y(t) signal (see Pig. 4-4a). What might be concluded about the "effective 

firing probability" incorrectly deduced from the simulated signal y"(0)? 

The mean threshold level in this case is: 

b= a be ~b?/ 245 =/f, (awa) 

so that the function h*(r) would be 

h¥(t) = aS ( h(t) + h'(t)). (Awac) 
Toy + 

The distribution of y(t.) values can be calculated from (4-%), It in 

displayed in Fig. 4-4b together with the a priori distribution of y*(1) 

and the effective firing probability, which is the quotient of the two 

(all three are normalised to the same maximal value). 

By comparing the firing probability to the simulated signal y"(t), we 

would conclude from Fig. 4-4b an expanding nonlinear dependence of p(t) 

on the linearly filtered stimulus, but in reality the dependence lw Linwar 

(for positive y(t) values). This kind of problems we may meet when we are 

uncertain whether the spike generating mechanism is of a threshold type, 

  
  

pty(t, =n i ply*(t, Jan) 
piyiti=n) ply, =n} ikea ply*(tyen) —— pty*(t,)en) pet ajenl 

Fig. 4-4 

= 

that the y"(t,) histogram would be useful 
ra able throwhold; we muat 

ther tool 
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8 Amulated signal and firing probability: 

1 An essential difference between the Weiss-Like spike generators 

‘incussed in the last three sections and the other spike generators is 

that the time derivative of the input signal y(t) plays a role in the 

'  firat group but not in the second. Accordingly, in the second group 

(Johannesma, Duifhuis) we expect that the mean derivative of y*(t) on 

apike moments is approximately zero. This is indeed the case: 

; When We assume that (in the mean) no dependence exists between p(t) and 

t= t 

"= 0, then, because y*(t) is functionally related y'(t), or a y(t) 

bt 
n 

to y(t), also i y*(t) = 0 

or the Weias-Like models considered so far we have for the actual y(t) 

= ignal the property: 

tet, PPS ah 
yy Blyt(e) Ly"ey>0} = HE fe? an = VE (4-ad) 

but, surprisingly, we again have approximately zero mean time derivative 

of the simulated signal y*(t) at the spike moments: 

tet 

E y"(t) "20. This can be seen from the following reasoning: (using (4-t)) 

+ Bi Se y*(t) = BS = y(t) +f2 — ou 

= bY fn?) drey'(t) of Ewen at -y'"(t) 
i a “nt? (t) at 

: = Bey y(t) + Zep y"(t) (4-ae) 

    
      

  

te ahould be remembered that the notation ' means differentiation and 

pormallaing (see 4-n). The factor c, (for differentiating y'(t) and ec 

(for differentiating y'"(t)) are practically equal in the narrow band 

10, thun we find at the spike moments: 

          According, to Com Vl ret Ye. An accurate estimate of y"Ce) 'y 

      

is -b, because p ytd") (O)#=1 and yt re te b. Thus we can write far 
     

     the mean value of the derivative of y*(t) on spike moments! 

  

    

    

     cat 
Ceo) “RAE E- b= 0 (4may 

       
_ This result means that irrespective of the threshold distribution fay Gods 

  

     in the mean the spikes occur at maxima of y*(t) (see also de Jongh (19729), 
    

An interesting feature is that in the fixed threshold case, the diatribue 

    

tion of the spike moments around the maxima of y*(t) is very narrow when      
     compared with the mean period of y*(t). This will be indicated for the 

      case b = 0 (when spikes are generated on zero crossings of y(t)) but       
holds equally well for arbitrary b-values. When b equals zero, then, ualng 

(4-af), we get 

Syteyee y(t) (mah) 
       
    
    
      which on spike moments yields 
    
     

d CHE 

at y*(t) | Me y"(t) : (hwnd         
        

   
The signal y"(t) has a Gaussian distribution with unit variance but, 

) COA1, y'(t,) is narrowly distributed     since y(t.) = b = 0 and Py ceyyN(t 

around zero, From this it follows that spike moments can occur only near          

  

a maximum of y*(t) (see for examples de Jongh (1973)), I    
- 

      In the case of a fluctuating threshold the coincidence of apike moments 

with maxima of y*(t) disappears; when the fluctuations of the threshold 

  

    
     

are not small compared to the s.d. of y(t), the spike instants will 

spread over as much aw half the period of y*(t), as in the other models, 

  

       
  

      

    
    

At thie stage of the analyets we can only state that a fixed threshold 

model should reyea) 1 | 

ly dcoomi bed @ 

              

   | ye), but the dlentueetin heatween 

A nonthreshold model on the hase of   



4 comparison between p(t) and y*(t) escapes detection, A i re- 

aE @ndiy ati is required to distinguish between the latter two reer 

z  fefore considering such an analysis we will, in the next chapter, intro- 

. vee an experimental result and attempt to explain it, first in terms of 

a fixed threshold model, and then in terms of a fluctuating threshold 

model and the non-threshold models. 

- The results of this comparison lead to new insight into the relation 

” between y"(t) and p(t). 
‘ 

i 

1 

; 

i 

i 
4 

a 
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Ve2. An experimental regult 

    Chapter V. WxP    

    

      Vel. Introduction 

  

      

  

In this chapter experimental data are discussed; tho data are, ike       in chapter II, from single auditory nerve fibres in cat. We accentuate 
the behaviour of one unit: nr. 750712. This unit had a CF of about 600 tm, 

_ and therefore is a good representative of low frequency units. Other walti, 
forming a pool of about 15, corroborated the findings presentad below, 
On the other hand their diversity was not large enough to permit a ayae 

   
     
     

     

  

tematic analysis of the effect of stimulus parameters and unit charage 

    

teristics on an experimentally observed particularity. 
It is attempted to explain the experimental result introduced in Ve2, 
with: a) a fixed threshold trigger, b) a fluctuating threshold trigger 
and c) the non-Weiss models, in V-3, V-4 and V-5 respectively, 

  

     

     

  

The data given in V-2 are only a starting point; it turns out that @ move 
intricate characteristic, introduced in V-4, is crucial for detallead deal 
sions about the models. The conclusion is then, that none of the modele 

  

     
   

can explain the experimental result. 

    

vv 
In V-6 a more thorough investigation of an experimental result leads to 
the idea that a time derivative is involved in the spike generation pirae 
cedure, This idea leads to a generalisation of the analyaia method! the 

  

      

  

revcor function has to be calculated for this more complex situation 

    

(V-7). In V-8 the results of V-7 are applied to the experimental weaulls 
the conclusion is, that if a dependence of p(t) is postulated of both a 
signal y(t) and its time derivative y'(t), the experimental reault ean 
be explained in a surprisingly simple way. 

  

          

  

     
    

  

   

   

Figs Sel ahowa a hf of p(t) against y*(t) obtained from unit 
750712, 
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Fig. 5*1 horizontal scale: units s.d. of y*(t) 

vertical scale: arbitrary 

Clearly o rectification effect can be seen; however there is considerable 

weatter of the data points. 

This most simple characteristic in principle could be the result of 

a fluctuating threshold trigger or a non Weiss firing model. However, the 

fixed threshold could already be discarded when comparing Fig. 5-1 with 

Vig. 43, which displays the theoretical curves. Still, for the sake of 

completeness, the next section is devoted to the fixed threshold trigger Ved. 

case, The other firing models are treated in subsequent sections. 

Ved, The experimental result and a fixed threshold 

In this section we assume that the model of Fig. 4-2 holds true with 

4 fixed threshold level for the trigger. If we assume b to be near zero then 

f * ‘the moat favourable correspondence exists between the theoretical and the 

experimental y"(t.) plots of Figs, 4~3a and S=1 reapeotively (whieh is 

however atill poor),   

There ave two diaeordanaed in connection to the fixed threshold asaump= 

tion, however, The first concerns the number of firings and their regu« 

larity. A fixed threshold near zero must give rise to a very regular 

firing pattern forced by the regularity of the zero crossings of the 

narrow band signal driving the spike generator. In contrast, spike traina 

in auditory nerve fibres show irregular firing reminiscent of Polasen 

processes (Gray (1967), Siebert (1972)). A plausible cure for thin dia= 

crepancy is to add an extra noise to the signal before the spike genera= 

tor (Weiss (1966)). This is equivalent to introducing a fluctuating 

threshold, however, and will be discussed in the next section. Neverthe 

less if we want to keep the principle of a fixed threshold we shall have 

to introduce the concept of firing probability so that when the thre= 

hold level is crossed by y(t), a firing may result with a certain probae 

bility less than 1. In principle it is possible to generate pulse traine 

with the desired stochastic temporal firing pattern in this way. A seem 

ond problem associated with the fixed threshold can not be cured. A 

fixed threshold implies perfect synchrony or phase locking of the spikes 

to a sinusoidal stimulus. Even at the highest sound levels no such pare 

fect synchrony is found. Firings are distributed over at least one quare 

ter of a cycle of the stimulus (Kiang (1965), Anderson et al. (1971)), 

Again, internal noise or jitter of the spike moments might solve this 

problem, but these are antagonistic to the fixed threshold assumption, 

Hence we must conclude that a fixed threshold trigger cannot deseribe 

the spike generating mechanism. 

The experimental results and a fluctuating threshold 

In this section we consider spike moments ty N=] 2pewweee OFF 

which y(t) has the properties: y(t.) =b, y'(t,)>0, where b is a atochase 

tic variable having a distribution function, £ iy Cb)» as introduced in 

section IV=3, We havea shown that when b is the mean threshold level that 

isbe vr) | h fy (0) dob, than the revcor function is given by 

(4-08) and the simutaned wlanal will be 

y(t) ul Neu). (Sea) 
eS    



    

te was suggested in section IV-3 that an experimental result like the 

cone of Fig, 5-1 can be explained in principle by a fluctuating threshold 

‘firing model. Let us see whether we can indeed do this! 

Wo want to recover the threshold distribution f,,(.) from the properties 

; of the simulated signal y*(t) at the spike eal when we assume that 

the threshold fluctuates as defined in IV-3. 

When y(t) crosses the threshold on the level b, causing a spike at t., 

the value of the simulated signal is given by 

Bt Et). (S-b) mathe * a 

The mean value is given by 

PED = ee fb2 + 2/y (5-c) 

‘hua the mean value of the simulated signal on the spike moments yields 

the mean threshold level directly: 

bey ce = A/n (5-4) 

With the value of b,the differential equation (4-s) can be solved: 

WE Tr cr) = B nr) + ie h'(t). (5-e) 

The Yourier transform yields: 

WV Hew) = b Rw) + fz iu Cw) (5-£) 

and thus 

Kw) = i BY (w). (5-8) 
+ ¥2/n iw 

Wien, the aid of the inverse Fourier transform h(t) can be found. It is 

i possible to determine the desired impulse response h(+) from the 

ed kernel hY(v). Once we have h(t) we can reconstruct the signal      
  

2 

This scheme du now applied to data obtained from unit nr. 750712. The 
mean value of y*(t) at the spike moments was: Y*(t_) = 1,0 ,fquation 
(S-c) gives the mean threshold level: b = /(1.0)% = 7/n » 0.6 .In IMg, 
5-2 we see the revcor function h*(r) together with the solution of the 

differential equation (5-e) (the latter is called h**(r) because dt de 
another, supposedly better, estimate of the impulse response h(1)), 

SIGN VALUE 

h*(r) h**(r) 
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Fig. 5-2 

With the aid of h**(rt) another simulation was performed, which yielded ° 

the signal y**(t), This signal should be a better estimate of y(t) than 

y*(t), because under the assumption of a (fluctuating) threshold medha= 

nism the latter signal was contaminated with the time derivative y'(t), 
Now obviously the justification of the assumptions should follow from 
the properties of y(t), At the spike moments t nr? DM Vy2yeeeey the i 
values of y**(t) whould be distributed tina. to the threshold dia» 

tribution fbb. 

Thin _“ Hew for the validity of the assumptiona, 
however, W ri avnumptiona with reapeat to —



EE =—<——« 
£3 on the contrary, the y(t) distribution should yield an esti~ 

mate of the unknown threshold distribution. 

The property which characterizes a threshold model, namely that y'(t,)>0 

for all spike moments t,, should also apply to yr(e), however. 

hie provides q test for the validity of the threshold model defined in 

thia weatton, The dependence of the firing probability p(t) on the simu- 

lated wignal y(t) (the data are, as mentioned from unit 750712) and 

itn time derivative y"'(t) are displayed in Fig. 5-3. From this result 

it jo immediately clear that the assumption of the fluctuating threshold 

firing model is wrong: p(t) is not identically zero when y**'(t) is 

negative as it should be when y**(t) correctly estimates y(t). Also p(t) 

ie not independent of y**'(t) as it should be; on straight lines 

yi" (0) = b in the half plane y**'(t)>0, the firing probability should be 

constant but it is not. 

  

Mg, bed scales in the horizontal plane: units s.d. of y**(t) 

vertical scale: arbitrary 

  

   
  

     Thus from Wig, Se} we gan see that a firing model with a threshold, aven 
a fluctuating threshold,as defined in this section, 1a not compatible 

with the experimental data, 

In the next sections a generalisation of the simple trigger firing model 

compatible with the given experimental data is developad. But first we will 

reconsider the non-Weiss models in relation to Tig. 5-3. 

The experimental result and the non-Weiss models 

For the non-Weiss models we should expect no dependence of p(t) on 

y'(t) at ail, or only a slight one (see IV-2 and VI-4). It was shown in 

section LY-2 that in the case of units of low CF, the signal y"(t) Je 

an estimate of y(t). So, in order to get the pendant of Fig. 53, for 

this case we need to consider a figure in which p(t) is plotted aw a 

funetion of y*(t) and y*'(t). This is done in Fig. 5-4 with the same 

p(t) 

experimental data. 

YEN) 

  
Fig, Se4 seales in the horizontal plane: units s.d. of y*(t) 

vertical, Atrary



  

~ he 

   

  

Obviously p(t) is dependent on y*'(t); p(t) is clearly not an instanta~ 

neous funetion of y*(t) as it should be if a non-Weiss model were cor- 

heet, 

Thue Lt seems that the non-Weiss models are also incompatible with this 

experimental result (see chapter VI for further discussion). We are for- 

ead to extend the analysis to the case where p(t) depends on both y(t) 

apd y'(t). Thie is done in the next sections. 

64 AD influence of y'(t) on the firing probability 
—.:- $ 

    

        
    

  

      

1 appears that none of the models is compatible with the data pre- A SELTTSRE tue 

sented, What is the reason of the discrepancy? In chapter II several 

examples of comparisons between p(t) and y*(t) were displayed (Fig. 10). Fig. 5-5 

When we look at these we observe a "very good correspondence" between 

the two; in each positive going half period of CRY wee Eiaa enhensea We first solve the problem of calculating the revcor function (or firut 

{iving probability; in the other half period the probability is zero or order V-W kernel) for a generalised model. In the generalised model the 

very wmall, There are, however, systematic deviations of p(t) from the Firing probability is determined by the pair (y(t), y'(t)) in a more 

{netantaneous nonlinearly distorted (rectified) yh) waverom, iter complex way than in the fluctuating threshold model of section IV=3, 

ave beat seen in very low frequency units (CF less then 1500 Hz). 

Tig. 55 illustrates the deviations (the data are again from unit 750712 

wo that they can be compared with the preceding figures). Within each love eee yt) prphab: 

the p(t) function is clearly asymmetrical in contrast with the shape of —_ ayeanite a +> 

y(t). furthermore there is a systematic relation between the place of 

the activity in the lobe and the "character" of the lobe: the smaller 

values of p(t) occur as much as a quarter lobe later relative to y*(t). 
' 

(thin asymmetry or "skewness" of p(t) is readily found in many publica- — 

(lone on auditory nerve responses: e.g. in Rose et al. (1967) for squir- tor 

vel monkey; in Kiang et al. (1965) for cat, and also very clearly in 

Kiinke et al. (1977) for caiman!). As will be shown, a solution to the Fig. 5=6 

problem of the discrepancy is found, by assuming that the firing proba~ 

bility ia determined not only by y(t) but also by y'(t). 

 



function for a generalised firing model 

in this section we derive an expression for the first order V-W ker- 

cor function when the firing probability, p(t), is a function 

y(t) =, a linearly filtered version of the input signal x(t) - 

t), ita time derivative. 

{der the stochastic variables x = x(t-t), y = y(t) and z= y' (t). 

Bis. * h'(t) and Pye = 0. 

| h(t) = h' (rt) 

h(t) 1 0 

NEC) 0 1 (5h) 

_ wee (-h'2 (r))y24 Ch? (x) 22-2h Cr) aey+2h (rh (r)ys-2h' (1) xz 
202 

= Yig -8 jp - LeOhC sen t)) 
e e 

dot (A) = (inh? (rt) - bh! (r)). 

r function of the generalised model can be calculated with this 

‘oy veasons of clarity this is done in four steps. 

h¥(t) = BCx(ter) | y(t) = b, y'(t) = c} =_J x ply = b, 2 = 6) dx 

1 

“Fle oh, po ce! * Mebeh de « 

~ feeb h(t) + ¢ (ry) }4 
a ele ob ls -c2/» 

= 
co 2 Ae 

Joa A «of #8 

= b h(t) + ¢ h'(t) Tt 2 Tt (ef) 

i se 
b) When spikes are generated under the condition that y(t) = b, 

y'(t)>0, (the problem of de Boer and Kuyper (1968)), the reveor function 
is: 

h¥ (1) = E{x(t-t) | y(t) = by y'(e)>0} = 

7 ply =F Boj-af Nf Plx,b,2hdz dx = 

x 2) — {x-(b_h(r) + 2 h'(r))}? 
af Pa®W? L (* A T 1 wool #8 dx de 

mig 2. 

“4 fe 12 th h(t) + 2 B'(n)) de 

= bar) + Zar), 

conditions that bEB, c€C with B,C measurable sets in Connie 
First we consider the case of a constant firing probability in 100 
(@ means direct product). When (y,z)€B@c then the firing prob 
is a positive constant, otherwise it is zero. In this cape the Te 
function ean be ealeulated aa follows:  



a 

  

   

  

Bae) +e nrc (5-1) j 

am i and & are the mean values of y(t) and y'(t) enepeseiyely;<° the 

aplke momence. The results of problems a) and b) follow immediately a 

‘thie veault, We are now in a position to treat the most a oe 

‘d) Yor oach pair (y,z) a firing probability density Pe (yz) is are 

"The reasoning now proceeds as follows: a point (b,c) in the (y(t), y'(t)) 

plane yields a contribution to the revcor function of the shape 

bh(r) # @ h'(r) (c.f. problem a ). 

‘The relative amplitude of the contribution is 

" hain o OAL wei2 
py (bye) ply(t) = b, y'(t) = ch —— plo, 

v-8, 

The reveor function is now given by: 

Wr) @ {fC hCr) + © b'(r)IPG,e) dbae = 

real b p(b,c) dbde h(t) + a) @ p(b,c) dbde h'(t) 

waht) + @h' Cr) 

where a and @ are constants. 

— Agakn this veault is a generalisation of the results from problems a), 

‘b) and ¢). For inatance the solution (5-i) from c) follows easily from 

(Sem), when Pplbsc) is constant for (b,c)€ B@c and otherwise pp(b,c) = 

(5-m) 

  

a 

Thua for any apdke ye system ial the firing probability iw an 
instantaneous function pe(y(t), y'(t)) of both y(t) and y'Ct), where y(t) te 
the linearly filtered input signal, the normalised firat order VW kornel ov 
reveor function will be a linear combination of the impulse responwe h(t) 
and its time derivative h'(r): 

1 ne -— 

{b h(t) + © h'(r)) 
YB? + a2 

(Sen) 
This means, in general, that the statement: the first order VeW kernel la 
the best estimate of the impulse response of "the linear part" of a 

  h(t) =   
system is not correct. A correct statement is: the convolution of the Input 
signal and the first order V-W kernel does supply the best approximation, ty 
mean square error sense, to the nonlinear transformed output signal. 

The experimental data and the generalised firing model 

The result of section V-7 is now used to explain the experimental 
data of unit nr. 750712 in terms of a generalised firing model. 
We assume that the function p(t) that controls the firing probability — 
instantaneously depends on both y(t) and y'(t) as introduced in Ve6é, 
Woen the "firing probability function" as defined in section Ve7d ta 
Pe(y(t), y'(t)), the twodimensional threshold distribution denaity fune= 
tion is p(b,c) = Pg (bec). piy(t) = b, y'(t) = c}, as in (V-7), and we tind 
the mean y(t)-value b and y'(t) © at the spike moments from: 

b= [" b plb,c) dbde 

os cr ¢ p(b,c) dedb 

According to the result of V-7 the revcor function is: 

Cr) mee! (B h(r) * & wh’ (ry) (t) aeat (not dg WY) 

and the #lmulaved 

   
y* (ny, .



    

= 90 » 

en tee 
with a mean value at the apike moments (since yet) "#6 and y(t) "=c) 

yr) tet. Te (s-r) 

Tila mean value of the simulated signal at the spike moments can easily 

fe obtained from the experimental data and enables us to choose pairs 

,e) with the proper squared sum. If the model is correct, one of these 

paiva is the "right" one; the problem now is to recognize this pair when 

no 8 priori information about the firing probability is available, other 

than the assumption that it depends on both y(t) and y’(t). 

Ym our peareh for the "right" (b,c) pair we will use plots like those in 

Wig. 53 and Fig. 5-4. For any (b,¢) combination such that (5-r) is ful- 

{illed, the differential equation (5-n) can be solved. Now such a solution 

nh" (Cr) (an it is called in V-4) can be used to generate a signal y**(t) 

whileh, in the case of the correct (b,¢) pair, should be an uncontaminated 

wutimate of y(t). A plot of the firing probability p(t) in the 

y* (tyey"! Ct) plane should reveal whether the chosen (b,c) pair is 

plausible, 

We proceed with the data from unit nr. 750712. As mentioned in V-4, the 

wean value of the simulated signal at the spike moments was 1.0 ,We start 

with the choice (bye) = (1.0, 0). But then, according to (5-n) because c 

ia sero, the estimate h*(1) is proportional to h(t) and the solution to 

the differential equation (5-n), h**(1), is the original h*¥(t) function. 

tu thin case Pig. 5-4 applies. As already said in V-5 such a dependence 

of p(t) on y(t) and y'(t) is unlikely. We cannot possibly interpret this 

penult and so we conclude that c # 0. 

To gain dowight in this problem consider an arbitrary pair (b,c) such 

that fi 4 ©?» 1.0: (b,c) = (0.46, 0.89). With the aid of h**(z), the 

wolution of (Sn), a signal y**(t) is generated. In Fig. 5-7, p(t) is 

| Plotted an a function of y(t) and y**"(t) for this choice. Evidently 

i solution ia as inappropriate as the previous one. The problem now 

7 jw to obtain a more sensible choice for (b,c). Every choice (b,c) 

; via the differential equation (Sn) to a plied "wd) Mid in 

  

y 

similar atatement holdw for y*"(t), This signal is a Linear combination 

of y(t) and y'(t), the coefficient of the latter being zero for the cor 

rect (b,c) pair. This means that the p(t) plots in the y"*(t)=y""'() 

plane for all (b,c) pairs are identical in shape but show different roe 

tation angles with respect to the y(t) and y'(t) axes. Im other word, 

it should be possible te obtain the plot which we seek from each of the 

previous shown plots (5-3, 5-4, 5-7) simply by a rotation. To be pracinel 

assume y(t) to be transformed by y**(t) by 

y**(t) = y(t) cos¢ + y'(t) sing. 

Then, under the condition that y(t) is a normalised narrow band signal, 

y**'(t) = y'(t) cos$ + y"(t) sing = -y(t) sing + y'(t) cosh, 
This shows that under this condition the transformation of y(t) and y'(0) 

is orthogonal. 
The most promising situation, plotted in Fig. 5-8, results from a cholde 

(bc) = (.92, .42). 

Of course the simplicity of this plot is no proof that these parameters 

are correct and that a firing model as defined in this section applieus 

but if such a dependence of the firing probability on y(t) and y'(t) ta 

the case, this choice of (b,c) is much more likely then any other choles, 

If this is the case, then the resulting y**(t) estimates y(t) without 

contamination with y'(t), and the dependence of p(t) on both y(t) and 

y'(t) can be determined from the plot 5~8. Clearly we find thats 

a) the firing probability p(t) is virtually zero when y(t)<0j 

b) p(t) increases monotonically with y(t) when y(t)>0; 

ec) p(t) increases monotonically with increasing y'(t), 

A few more units were analysed in this way; they gave qualitatively * 
the same result, As said, not enough different units and stimulus altuae 

tions were met for a complete analysis. It would for instance be 

very interesting to know the dependence of the skewness on parameters 

like: the intensity of the stimulus, the CF of the unit and the apontae 

neous activity, However, the reault reported in this chapter io interen= 

ting on lta ownt Le to digeuseed in the next chapter. 

At thi pointy 1h Monnettion with Mig. 58, a reference should be 
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orthogonal linear functionals on the input signal x(t). A favourable 

Approximation seems to be provided by p(t) = eliwsw") where Q is a 

polynomial of the second degree and w,w' are the above mentioned 

funetionals., In this way, accurate approximations to both our plot 

(Se4), and those of Grashuis, should be possible. Grashuis uses for 

W a concolution with the reveor function, and for w' a convolution 

with the Hilbert transform of the revcor function. Though mathemati- 

tally this is attractive, interpretation is difficult. We rather use 

the time derivative of the reveor function for w', the difference how- 

ever, ia minute for the narrow band signals involved. Still Grashuis' 

plots look different from ours (they seem to be more symmetrical); 

thie ie probably due to the fact that we recorded from auditory nerve 

{ibres, while Grashuis used data from the more central auditory station 

of the cochlear nucleus. 

In the next chapter we proceed with our idea of the involvement of 

4 time derivative in the firing probability. 
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iapter VI PINAL CONSEDERATIONS 

wl don 

The main reason for a need to revise the firing model (chapter V) 

wan the experimentally observed skewness of the firing probability p(t). 

‘Tile phenomenon could be observed in many publications concerning auditory 

nerve fibre data (see for some examples V-6), though it was not always as 

clearly present as in our result given in chapter V. As far as we know, 

the phenomenon did not attract systematic attention. That skewness is 

not always present (even if we restrict ourselves to low frequency sti- 

mulus situations) may be due to imperfect quality of the recorded impulses, 

which leads to smearing out of the histogram that estimates the firing 

probability. For instance, our own observation is that often during the 

vecording, the physical shape of the spikes changes gradually or abruptly, 

inevitably leading to a smeared out estimate of the firing probability. 

Another reason for the absence of skewness, or only a small effect, is 

dineuased in the sequel. 

In Vie? the following possible causes of the skewness are discussed: 

a) vefractoriness, b) a lowpass filtering effect, ce) a quick adaptation 

and d) an intrinsic property of the firing model. 

tn Vie3 the findings of VI-2 are discussed in connection with the 

models of chapter IIT. The conclusions are that for the non-Weiss models 

only the ¢ause mentioned under c, a hypothetical fast adaptation, could 

explain the skewness effect, but that for a properly defined Weiss firing 

wodel d) applies. This surprising finding is speculated upon in the last 

weetlon, Vie4, where remaining questions are raised and a proposal is made 

to arrive at a "best!' model based on the conclusions of this thesis. 

  

        

   

  

a) Refractoriness. 

In principle the refractory mechanism could account for the salkewe 

ness. When a spike occurred in the first half of an excitatory lobe, an» 

other spike in the second half is highly unlikely (for a CF of 500 Ile a 

lobe is | msec in duration so that refractoriness would play a dominant 

role). Consequently, the firing probability will be greater in the firwt 

half lobe than in the second, We could call this a "virtual" influenee 
of the time derivative of the excitatory signal on this firing probabil= 

ity since in the first half lobe the derivative is positive while in the 

second it is negative. As a consequence the mean derivative at the spike 

moments will be positive, though the derivative is not actively involved 

in the spike generation process. However, the shape of the reveor funetion 

is not given by (5-p) in this case. We will come back to this later, firat 

we want an estimate of the skewness effect. 

We will derive a quantitative measure of the amount of skewness. 

For ease of calculation we use Duifhuis' assumption that the spike no= 

ments can be interpreted as an inhomogeneous Poisson process (see chap= 

ter [II-2). First we calculate the firing probability for a sinusoidal 

input signal. Without refractoriness the firing rate will also vary 

sinusoidally; in normalised notation: r(t) = ¢ sin(nt), O<t<l. The 

property of refractoriness can be introduced by assuming that r(t) ins 

equal to c sin(rt) when no spike occurred in fo,t), and that otherwise 

r(t) = 0. This means absolute refractoriness during an excitatory Lobe 

and complete recovery during the non excitatory phase. We can easily 

calculate the rate corresponding to a sinusoidal stimulus ¢ sin(#t), 

O<t<l, Let P,(0,t) be the probability that no spike occurs in foe). Tt 

is easily shown that the firing probability or rate is then given byt 

r(t) = P,(0,t) ec sin(nt), (Oma) 

Because of the Poisson assumption, P, (0, t) depends on the sinusoidal ine 

put signal in the following way: 
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Thue the rate r(t) is given by 

wf ein(rt) dr (c/1) {cos(mt) -1} 

v(t) * o 4 gin(yt) = ce sin( rt) (6~c) 

(c/n) {cos(mt) - 1) 
The distortion factor e 

fous thus the effect of absolute refractoriness is indeed a skewness 

decreases monotonically in 

of the Ciring probability relative to the excitatory signal. Is this 

effect Large enough to explain the experimentally observed skewness? 

tn order to answer this question we need to determine c in (6-c). 

Let un first reconsider the problem: we wish to determine if the skew- 

yeoe of p(t) in the narrow band noise case (namely the data of unit nr. 

750712) ean be explained by refractory effects. When the upward going 

defleetions of the excitatory narrow band signal are replaced by purely 

sinusoidal deflections of amplitudes equal to those of the lobes, then with 

the ald of (6=c) we should obtain a fairly accurate idea of the "refrac- 

tory skewnesa'', The most pronounced skewness would be expected for the 

greatest lobea; the distortion factor becomes more effective with in- 

erveaning c. In the data from unit nr. 750712 the maximum firing proba- 

bility per lobe is about 24% (in a continuous sinusoidal stimulus situa- 

tlon thie would mean about 145 spikes per second). Then Pp, (0.1) = 0.76 

=¢ p sinGar) ar —2c/n 

wo that from (6-b) we find: e * =e = 0.76, which 

Jeads to c = 0.43. In Fig. 6-1, the excitatory sinusoidal wave form is 

depleted together with the corresponding firing probability. 

Comparing Fig. 6-1 with Fig. 5-5, it is evident that the skewness is 

uch smaller than the experimental one. The fact that p (0,1) = 0.76 

iheane that the firing probability in the tail of a lobe is at least 

0.76 times that in the front. Fig. 5-8 clearly shows a much greater de- 

pression of p(t) for the highest y**(t) values when going from large 

positive y™'(t) values to Large negative ones (corresponding with fronts 

and taille of the lobes respectively). In order to explain the experimen- 

y ohwerved wkewnens by refractory effects, one would require unrea~ 
. o large firing ratew. For instance, a value of Pg (Or! ) = Ba pase 

probability per lobe of 80% which mean 400 aplien por second 

   

  

in a unit with a GF of 500 He. 

p(t) y(t) 
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Fig. 6-1 vertical scale: arbitrary 

The more realistic assumption of relative refractoriness, rather than 
absolute refractoriness, will further weaken the effect of thia kind of 
skewness. We must conclude that, though refractoriness playa a role, {t 
can not account for all of the observed skewness of p(t). Also, though 
"refractory skewness" can qualitatively be described as "an influence 
of y'(t) on the firing probability", this does not mean that, even ape 
proximately, a functional relationship p(t) = Fly(t), y'(t)) holday the 
relative depression of p(t) in the second half of a large lobe la greater 
than in a small one. Thus the results of V-7 are not applicable to thiw 
case, but anyway, the effect cannot explain the skewness phenomenon, and 
we leave it here. 

b) Skewness may result from a low pass filtering after the rectifier, 
So in Johanneama'’s model it will be present. In order to get an tdea of 
the extent of thin kind of skewness, we first look at Big. 62, Tt ahowa 
4) one period of a vaoti fied winusoid with a frequency of 1 kilz, 
b) the impulae Teapor 4 vlmple RG low pass filter having a time 
constant of 100 yaw Bit Mt of filtering the signal of a), 
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from Pig. 6-2, we expect a p(t)-y(t)-y"(t) plot to display a 

out of the firing probability towards negative y'(t) values. 
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Fig. 6-3 Hardware model for the investigation of a lowpass filtering 
effect, 

noise generator: H.P. type 3722A set to pseudorandom noise with a bande 
width of 5 kHz, n=13 

bandpass filter: third of octave at 1008 Hz. Wandel und Goltermann 

amplifiers: operational Manifold RP-F. Philbrick. 

poisson generator: designed by C.  Kruidenier. Consists of a maximum 

length sequence generator driven by a clock pulse generator, 
The frequency of the clock was proportional to the input” 
value; for negative values of the input, no pulses were 
generated. 

In the RC part, the C was given different values in order to atudy the 

effect of the time constant on the skewness. The bandpass filter wie @ eS 

B-oct filter with a central frequency of 1008 Hz. Since the output of 
the model consists of pulses, the simulation procedure as developed — 
for the experimental data could directly be applied to this situation, 

Tn Fig 6-4 we aee the result of the procedure applied to the model with 

C=O yh  



  

Mig, GeA same scales as in Fig. 5-4 

Au expected, no systematic dependence of p(t) on y*'(t) is present. 

fteflractory= nor low pass filtering effects nor adaptation plays a role, 

thus the only non linearity is the instantaneous one which, as has been 

discussed in chapters IV and VY, has no effect on the shape of the cross 

eorvelation funetion. (Indeed, a direct check showed that h*(t) = h€t).) 

tn the next figure, Fig. 6-5, however, we clearly see the effect of low 

pans filtering. The time constant of the RC part was taken 33 j\sec. The 

(living probability p(t) differs from the rectified band pass filtered 

Input signal to the effect that individual lobes are delayed and smeared 

out. The affect is somewhat less than that displayed in Fig. 6-2; there 

the time constant was 100 \isec. When looking at Fig. 6-5, three points 

of interest are readily seen: 

1) a smearing out of p(t) at negative y*'(t) values is clearly 

vinible, 

2) though y(e) leads with respect to p(t), from thie plot we can 

deduce that y(t) lags: thid phase shife of y*(t) with veapaet to y(t) 

ae —_—,   

—— 

can approximately be described as a counter clock wise rotation of the 

plot with respect to the y(t)-y'(t) axes. 

But the most interesting is: 

3) the skewmess of p(t) with respect to y"(t) is again much smaller 
than the experimental one. The skewness could be enhanced by introdualng 

a different RC part with a longer time constant in the hardware model, but 

than the smearing out of p(t) gets too pronounced to be comparable 

with the experimental result of Fig. 5-8. 
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Fig. 6-5 same scales as in Fig. 5-4 

Now it is time for a new experimental result: in Tig. 6-6 the result of 

the analysis procedure for unit nr. 750873 is displayed. In this plot 

p(t) ie plotted in the y"(t)-y*'(t) plane; no rotation was done, fo die 

rect comparinon with Rig. 6-5 1a possible. 

 



  
P\q, 6-6 same scales as in Fig. 5-4 

fividently the experimentally observed skewness is much more pronounced. 

Apart from that discrepancy, the similarity is striking. The conclusion 

te that Johannesma's lowpass filter K just before the firing model is a 

plausible element. (See also Eggermont (1972) in this context.) That this 

wearing out is less evident in the plot of unit nr. 750712 (Fig. 5-8) 

tay be due to the difference in resonance frequencies: 580 Hz for the 

Jatter, compared to about 800 Hz for unit nr, 750873. As for the skewness, 

the eonelusion is that a low pass filtering effect cannot explain it. 

e) The third possibility is a fast adaptation. 

If, during each excitatory lobe, the "effectiveness" of the stimulating    

    

   

   

wave form continuously decreases, then a skewness of p(t) will result. 

With properly chosen parameters it should be possible to explain the 

experimentally observed skewness effect completely. Although such a 

vapid affect {fe an yet unknown, it cannot be excluded, (The time constant 

soolated with faut adaptation as found in chapter If be sea large.) 

the Last ponwibility that the skewness be an inherent pf perty of the 

vl model ia dincuased in the next nection, 
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The skewngns effect and the models 

The conelusion of VI-2 was, that only either a fast adaptation, 

or an inherent property of the firing model could explain the skewness, 

We will only treat the latter possibility, because this adaptation ia as 
yet unknown. 

Since the firing model of Duifhuis and the SIPIT model of Johannese 

ma are instantaneous devices (see chapter IV), they can be excluded an 

candidates for the skewness effect and we will concentrate on Wels! 

firing model. 

Concerning Weiss' firing model, from experimental data we coneluded 

that neither a fixed nor a fluctuating threshold is appropriate (V=3 and 

V-4). The problem is that the time derivative of the excitatory aignal 

evidently plays a role which can not be explained by the simple trigger 

as defined in those sections. 

If we define a "threshold crossing" more carefully, however, we automa 

tically (see below) arrive at the desired dependence. 

Let us assume that in the process of spike generation two signals are ine 

volved: the excitatory signal y(t), and a random fluctuating threshold 

signal b(t). A spike is initiated when y(t) crosses b(t) as specified 

below. We arrive at a threshold model with a fluctuating threshold, 

which, however, is significantly different from the one introduced in 

V-6. There we described the threshold fluctuations in terms of a proba 

bility distribution function; only the probability density of a perti~ 

nent threshold value was given. The omission of not defining the temporal 

behaviour of the threshold value, or the autocorrelation properties of 

the fluctuations, leads to conceptual problems with respect to dafie 

ning the threshold ecrogainga. If we introduce a threshold signal, b(t), 

and assume it to be a sample function of a differentiable atochastie 

process, however, then we have no difficulty defining crossings and thus 

spike momentat a moment, ty tf a spike moment when the excitatory algnal 
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tent ourselves with showing that b(t) signals exint whieh, In a hardware 

wodel (age below), lead to results which very satisfactory simulate our 

auditory nerve data. 

What properties should this threshold signal, b(t), have? Firat b(t) 

must be positive. From Fig, 5-8 we see that spikes do not occur when 

-y(¢)*0. Thue in terms of the firing model introduced in this section 

thia meane that y(t) only meets b(t) in the upper half plane, so clearly 

WL)" 0 must hold, Tt is readily seen that the required dependence of 

p(t) on y'(t) is qualitatively present: when y(t) moves in positive di- 

yeotion (‘towards b(t)'") a crossing will be more probable than when 

y'(t)*0, In the Latter case b(t) must "surpass" y(t) in order to cause 

a crossing. In order to illustrate the principle a hardware model (Fig. 

6=7) wae used and b(t) was taken to be low pass filtered noise (see 

Pig, 68? for details). 
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Vig. 6? noise generator 1: H.P. type 3722A. Bandwidth 5 kHz, n=13. 
noise generator 2 generated pink noise. 

Hl: Lowpass filter; set to 2 kHz cut off (designed in our lab. 

yejection: 60 dB/oct over 400 Hz) 

‘He: third of octave filter at 449 Hz. Wandel und dol termann, 

The signal to the trigger had an r.m.s. value of 1Y and had an 

offset of ~1,2V, The level of the trigger Was 
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Fig. 6-8 same scales as in Fig. 5-4 

  

  

Fig. 6-9 same scales ag in Fig. 5-4 
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The simulation procedure was performed with this model and gave results 

very similar to those obtained from acoustical nerve fibre responses. 

The resulta are shown in Figs. 6-8 and 6-9. The figures show p(t) plotted 

in the y*(t)-y"'(t) plane and the y**(t)-y**'"(t) plane respectively. 

They should be compared to Figs. 5~4 and 5-8 respectively. The fit be~ 

tween the hardware models outcome and the experimental data qualitatively 

du very good, 
Vie conclusion is, that the fluctuating threshold model introduced here 

(whieh euventially is the trigger firing model of Weiss) could apply to 

the peripheral auditory systems' spike generating mechanisms, at least 

when an appropriate threshold behaviour is inserted. The experimentally 

vhwerved skewness can completely be attributed to an inherent property 

of that firing model. 

The Reripheral Auditory System model 

In thie section an attempt is made, applying the conclusions of this 

tleala, to synthesize the "best" model. The model consists of complexes 

all of whieh are already introduced in the preceding chapters. 

Tt 4a not atriotly phenomenological because it consists of building blocks 

Yepresenting fundamental sensory mechanisms like spontaneous activity, 

Yelvaetoriness, saturation and adaptation. Therefore, the integration of 

all these components in the ultimate PAS-model should provide a complete 

deweription of neuronal firing behaviour to stimulus situations that are 

fore complex than those investigated in this thesis. 

We will now proceed discussing the various complexes of the PAS-model, 

whieh te diaplayed in Fig. 6-11. 
1) the frequency selectivity and the saturation 

In ehapter [11 it was concluded that modelling the frequency selec— 

tivity via one sharp linear filter is a quite satisfactory solution. 

Wh » however, we want to include a Weiss-like firing model in the PAS~ 

' , we run into trouble as already mentioned in t1I=5, Thin trouble 

be ared by means of a different modelling of the area selective 

    
     

   

  

     

    

  

   

  

with increasing stimulua intensity one expects near perfect synchrony at 
the highest atimulus intensities. This is not met in practice. A ponalble 

cure for this shortcoming of the model is to increase both the threshold 

level and the intensity of the internal noise with the input level, Thia 

solution, however, will only work in stationary stimulus situations; 

e.g. the first peak in a PSTH belonging to a very intense click can not 

properly be simulated. As already discussed in chapter TIT a saturation 

in the sense that the signal to noise ratio at the trigger input ataya 

constant above a certain stimulus level above threshold eliminates the 

problem. However this saturation must be of a special kind. An inwtane 

taneous nonlinear saturation which would yield a clipped version of the 

linearly filtered input signal at the highest stimulus levels is inaceape 

table. Even at the highest intensities such a clipping can not be obaarve 

ed in actual firing patterns (Kiang (1965), Rose et al. (1967), Gray 

(1967)). 

An instantaneous saturation mechanism which does not display this unde» 

sired clipping phenomenon is provided by Pfeiffer (Pfeiffer (1970)). It 

consists of a linear filter ("the basilar membrane filtering'?) followed 

by a saturating instantaneous nonlinearity and again a linoar filter 

("the second filter"?) (Fig. 6-10). 
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he properties of this nonlinear filter are subject of our present re- 

search, Preliminary results indicate that when, in the modela, the linear 

(iiter il (Mga, 2-1, 2-2 and 2-3) is replaced by Pfeiffer's nonlinear 

(ilter of Wg. 6-10, the simulated signal still has the desired properties. 

The veveor function will be proportional to the impulse response of the 

eascade of the filters H; and Hy (in Johannesma's model the lowpass filter 

K twa Hiightly complicating factor) and the simulating signal still is a 

Yemarkably good approximation to the nonlinearly filtered signal. As said 

Ih ehapter 111, however, the “second filter" situation is unclear and 

eonsequently this solution is speculative. The resulting saturation is 

favourdble because of two reasons. First, Weiss' model can be incorporated 

(n the PAs=model. Second, saturation in this early stage of the model is 

In accordance with the fysiologically plausible assumption that already 

the receptor potential must have undergone the main saturation (III-5). 

%) The noise inputs nj) (t) and no(t) 

The nol#e source n)(t) takes care of the spontaneous activity; the 

Wiotivation for its location just before the feed back loop is that in 

thie way it provides a correct modelling of post stimulatory depression 

of the spontaneous activity. See Koldewijn (1973) for simulation results. 

The pliyslological corelate of the noise signal nj(t) is: spontaneous fluc- 

tuations of the hair cell membrane potential plus synaptical noise. 

The nolae source no(t) takes care of the threshold fluctuations; it 

fa cause the skewness phenomenon described in this thesis. In our simu- 

tations we used lowpass filtered pink noise. The simulation results of 

Vigas 6e8 and 6-9 were obtained with a cut off frequency of the lowpass 

filter Wy in Fig. 6-7 of 2 kHz. The physiological corelate is the mem- 

hraie potential fluctuations in the primary auditory nerve fibre at the 

aplke originating site. 

4) The nonlinearity Gy and the feedback loop 

Thin complex takes care of the adaptation. As a part of Johannesma's 

model hy aimulations were performed by Koldewijn (1973). The time constant 

feedback loop was taken 33 msec. This value probably im too 4 tongs 

# even quentionable whether a simple exponentially dee 

eneribes the adaptation, However, the pr 

‘ 
"= =   

~ 

tiplicative feedback Loop is supported by our own unpublished observations, 

As for the physiological aspects, there is considerable evidence (Nigger 

mont (1972), Prijs (1979), in guinea pig) that adaptation of the pari«= 

pheral hearing is mainly situated in the hair cell - primary afferent 

synapse. According to Eggermont it should be modelled as a dynamie de= 

crease in excitation during stimulation. The solution adopted here {rom 

Johannesma's model is a simplified version of Eggermont's model. 

4) The firing model 

In the PAS-model of Fig. 6-1] the firings are generated by a firing 

model consisting of a lowpass filter, K, followed by a trigger, I, The 

firings are fed back to T via a lowpass filter and subtracted from {tu 

input in order to take care of refractory properties. A noise source, 

no(t), causes random fluctuations at the input of T. 

In VI-3 a simulation was described in which only the trigger and the 

noise source were involved. This simulation proved succesful and wan the 

reason for incorporating this firing model in the PAS-model. The influence 

of K was also studied in VI-3. As for the influence of the refractoriness 

mechanism, this was not studied. In the case of low firing rates, no lie 

fluence should be expected: when the value for the time constant of the 

lowpass filter in the feedback loop is taken to be 0.3 msec (Weian (1966)) 

then the "refractoriness effect" is virtually zero in | msec. 

In performing simulations with the hardware Weiss model of Mig, Oe?, 

it was observed that the resulting skewness of p(t) strongly depends on 

the properties of the threshold signal b(t), on the relative amplitude of 

y(t) and on the central frequency of the bandpass filter, A syatematle 

study of these dependencies together with systematic investigation of t)e 

dependency of the experimental skewness on the CF, the stimulus intenalty, 

the spontaneous activity and the firing rate might give conclusive avi 

dence about the validity of this solution. The physiological eonaidera= 

tions for the firing model are: K represents the lowpass filtering effeot 

of electrotonia eonduation along a nerve fibre; the trigger, '', represents 

the neuronal aetlon Pa triggering; the refractory mechaniom takes 

care of the tenparanlly a ed excitability after a firtng, The nolee 
nourae, Melt), | MAE AneouA potential Lluctuationa that exlar 

acronn i 
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Now we end the discussion of the PAS-model with an important con- 

— eluston about Johannesma's SILIT-model. Tt is readily seen that the SILIT 

“fLelng mode and Weiss' firing model are functionally equivalent. The 

AiLiPemodel consists of a lowpass filter followed by a trigger, with a 

feedback loop acrogs the two. When the lowpass filter is put in the feed- 

1 oh loop, Weiss! model emanates. Thus these two models are functionally 

-aqulvalent (i.e. cannot be distinguished via their input-output conduct) 

with the proper noise source adjust ment. The conclusion must be that 

lao tho SILIT firing model can explain the skewness effect. 

Aseording to us, though, the time constant of the leaky integrator should 

he taken much shorter then the 3.3 msec which Koldewijn (1973) used in 

hha wimulation, say 0,3 msec. 

Only phystologicalmeasurement at the site of the spike generation could 

— elarity which of the two models is closer to reality. 
a 

rere 
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Concluding remark about the Volterra-Wiener approach 

As mentioned in chapter III, the revcor function and the first order 

V-W kernel are essentially the same. One might ask why the seemingly Loule 

cal next step in the V-W approach, of including the second order kernel! 

in the analysis, has not been taken. We did measure a few second order 

kernels, but the result was disappointing. The reason for that ta the fol 

lowing. As has been shown in chapter II, a very reasonable model for the 

peripheral auditory system (in the low CF case) when using GWN ag the Ine 

put signal and considering as the output signal the firing probability tn 

one nerve fibre, is simply the cascade of a bandpass filter and an inatane 

taneous nonlinearity, a rectifier. For that simple system, the second 

order V-W kernel is (via (4-d) with k(t) = 6(1)) proportional to h(t). hls), 

where h(t) is the impulse response 6f the bandpass filter. Indeed, no 

systematic difference could be demonstrated between the measured estimate 

of the second order kernel and this predicted function. 

So the analysis according to the V-W approach was abandoned and the lee 

formal approach (using only the first order kernel) as found in thie 

thesis, was followed. 
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‘In this thesis we are concerned with the P(eripheral) ACuditory) 

‘W(yatem). Thin system transforms a sound stimulus into trains of nervous 

wpulnes in the ensemble of single auditory nerve fibres. Several models 

“welat denoribing this transformation. This thesis attemps to probe the 

‘applicability of three of the most important models. The models are 

ana yaed mathematically using a corelation method. Two restrictions are 

the method: first, only the responses of fibres with low charac- 

tordatie frequency (<5 kHz) can be analysed; second, the stimulus involved 

Le wideband and stationary, For verification purposes experimental data 

were collected from neuronal units of the cat's auditory nerve. It was 

—femonutvated that none of the models correctly describes the experimental 

facta, 

A aynthenised model is proposed that should describe the experimental 

_ factw adequately. It is based on the following conclusions and considera- 

bhonat 
#) The frequency selectivity of the PAS as derived from tuning curve pro- 

perties ean very well be described as a linear filtering for a dynamic 

Vanae of at least 40 dB. 

b) A firing model should contain a threshold mechanism. 

«) A Lowpann filtering is probably present just before spike initiation. 

d) The {iving probability in a primary auditory fibre can, in first approx- 

‘Wmationsbe described as a rectified linear transform of the input signal. 

«) In 4 Closer analysis the firing probability appears to be gouverned by 

two Miner functionals on the input signal wave form. In this most general 

Gane the first order Volterra-Wiener kernel, c.q. the revcor function, 

Jo a Vinear combination of the filter response Eunction and its time 

derivative. 
1) the deviacions from the linear transform approximation can largely be 

attrdbuced to an inherent property of the firing model. Other factors are 

meses iwportance in this respect. 

\ shally waturation is not provided by an instantaneous nonlinearity 

he fraquency selectivity. 

LIT (Letng model of Johannesma (1971) and Weima' (1966) Adning 

ey equivalent, Both models are plaualble 

erating meachaniam of the PAS, 
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STELLINGEN 

i 

Het neuronale vuurmodel van Weiss en het SILIT vuurmodel van Johannesma 

zijn functioneel equivalent. (Dit proefschrift). 

It 

Het meten van RC-tijden behorende bij biologische membranen, met behulp 

van microelectrodes, is een moeilijke zaak, Het gebruik van de zgn. capa- 

citeitscompensatie is @én van de redenen waarom de resultaten van deze 

metingen met veel reserve moeten worden beschouwd. 

P.M. Sellick and I.J. Russell: Intracellular studies of cochlear 

hair cells. In: Electrical evoked activity in the auditory ner- 

vous system. Ed.: R. Naunton. Acad. Press. In press. 

IIt 

De vuurkans van een primaire auditieve zenuwvezel kan, in het geval van 

een stationaire brede band stimulus, met behulp van twee lineaire funec- 

tionalen, werkend op de acoustische ingangssignaalvorm, benaderd worden. 

Iv 

De door Oetinger en Hauser voorgestelde verbetering van het een-dimensio- 

nale cochleamodel door middel van het begrip "“toegevoegde massa'’ is on- 

derhevig aan bedenkingen. Het verbeterde model geldt slechts onder de 

voorwaarde dat de mechanische impedantie van de toegevoegde massa veel. 

kleiner is dan die van het basilaire membraan, 

R. Oetinger und H. Hauser (1961). Acustica 11,161-177 

Vv 

De verdediging die Hubbard, Llinas en Quastel aanvoeren voor het gebruik 

van het woord quantum in verband met transmitter release is zwak. 

J.1. Hubbard, R Llinas, D.M.J. Quastel: Electrophysiological 

analysis of synaptic transmission. (blz. 117). Publ. E.Arnold 

Ltd. London. 1969. 

VI 

De reclameslogan "bloemen houden van mensen" moet ontstaan zijn vanuit 

een gebrekkig biologisch inzicht gepaard aan een, op historische gronden 

falsifieerbaar, idee van menselijke beminmelijkheid. 

VII 

Gezien de afhankelijkheid die de externe, zogenaamd onafhankelijke, re- 

‘gisteraccountant van een bedrijf heeft ten opzichte van zijn broodheer, 

is de accountantshandtekéning onder een jaarrekening zonder waarde. 

VIII 

Er dient een deugdelijke kwaliteitscontrole op tandartswerk te komen. 

De negatieve consequentie van deze maatregel, een toename in het tand= 

arts tekort, zou meer dan gecompenseerd worden door een aanmerkelijke 

verbetering in de kwaliteit van het werk. 

Ix 

Gezien het element van spelbederf dat gewezen staatssecretaris Klein 

ziet bij de invoering van de prikklok en gezien Tinbergens ideeen over 

een reciprook verband tussen beloning en werkplezier, kunnen wetenschap- 

pelijke werkers binnenkort hun salaris met geruster hart incasseren. 

x 

Wie op grote schaal wetsovertredingen wenst te plegen en zich op on- 

rechtmatige manier wenst te verrijken, doet er, in verband met de straf- 

moraal van de staande en zittende magistratuur verstandig aan deze de- 

licten in vennootschapsverband te plegen. 

XI 

Wie op grote schaal zijn medemens directe en indirecte schade wil toe- 

brengen, kan dit als automobilist volstrekt ongestraft doen, d.m.v. La- 

waai, stank, bedreiging met letsel, aanjagen van doodsangst etc., tegen- 

over voetgangers, fietsers en binnenstadbewoners. 

XIT 

Het is verbazingwekkend dat men in conservatieve kring gekant is tegen 

demokratisering en popularisering van het instituut “Hoger Onderwijs". 

Immers, deze leiden tot achteruitgang van de kwaliteit van het onderwijs 

en daarmee tot het minder geschikt worden van het diploma als objectief 

selectiecriterium. Dit leidt op zijn beurt tot een revival van de krui- 

wagen bij het bestijgen van de maatschappelijke ladder. 

XIII 

De gewoonte, ook van niet gepromoveerde dokters, om hun naambordje met dr. 

te beginnen heeft meestal niet met plaatsgebrek op dat bordje te maken, 

Amsterdam, 28 juni 1978 H.R. de Jongh


