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The research reported in this study was carried out in the Institute for Percep-
tion TND, Scesterberg, the Metherlands,

CHAPTER 1
INTRODUCTION, AND REVIEW OF THE LITERATURE
1.1. A FIRST SPECIFICATION OF THE SUBJECT MATTER

In normal speech communication Tisteners can, in general, easily understand
meaningful spoken messages in their own language. Native Tisteners are able to
do this because of (1) their knowledge of the relationship between the acoustic
characteristics of the spsech signal and the speech elements to be recognized
such as phonemes, morphemes, and words; (2) their knowledge of the contextual,
grammatical and semantic constraints of the language; (3) their knowledge of the
world, and (4) the strategies they have developed in applying these different
types of (mainly implicit) knowledge to the deccding of speech signals.

The present study concentrates on the relationship between the acoustic cha-
racteristics of speech sounds and one type of speech elements to-be-recognized:
the phonemes. One might object that possibly in normal speech perception the re-
cognized units are features, or whole morphemes, or words, rather than phonemes.
Particularly phonemes in unstressed and sloppely spoken syllables are often
hard, or even impossible, to recognize on the basis of the acoustic speech sig-
nal alone. There seems Tittle doubt, however, that listeners are able to recog-
nize phonemes, particularly vowel phonemes, from well pronounced, stressed syl-
lables and this may contribute considerably to their ability to perceive speech.
Most theories of speech perception include such a level of phoneme perception,
and most automatic speech recognition and understanding systems include phoneme
classification in their set of strategies. It thus seems worth while to specify
the difficulties that a theory of phoneme perception will encounter owing to the
non-unique relation between acoustic signals and phonemes.

Not much research is needed to show that enormous differences can exist be-
tween various acoustic realizations of the same phoneme. These differences are,
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for instance, visible in spectrograms. This implies that often phonemes cannot
be differentiated on the basis of their acoustic realizations alone, which is
particularly clear for unstressed vowels in conversational speech. The lack of
acoustic constancy of phoneme realizations means a challenge to those who study
speach production and perception, and to thase who work on speech synthesis and
automatic speech recognition.

Although there is a great deal of variation in the acoustic realizations
of speech sounds, this does not mean that it is completely unsystematic. A
systematic description of acoustic variation in the realizations of phonemes,
and a study of the way in which perception is affected by this variation can
be of help in obtaining a better understanding of human speech perception and
can help to solve the problem of automatic speech recognition.

The aim of this study is to obtain such a systematic description of acoustic
variation in the realizations of phonemes, and the perceptual consequences this
variation has. 1In such a project it is necessary to specify certain restric-
tions in order to Timit the number of experimental variables.

These limitations are mentioned in the title of this monograph. They are,
with respect to the speech signal: Dutch vowels in monosyllabic words; with re-
spect to the approach: study of the acoustic signal and of speech perception,
but not of speech production; with respect to the method: apeciral analysis and
identification experiments. A further specification of these points will be
given below.

(a) First of all we have limited ourselves to the vowel phonemes of Dutch. This
is a group of 15 speech sounds, 12 monophthongs and three diphthongs. We had
studied earlier the average spectral characteristics of Dutch vowel sounds in a
neutral context (Pols =i af., 1973) and wanted to apply the same approach in
more complex contexts.

(b) The physical parameters by which any sound can be described are duration,
intensity, periodicity, and spectrum, We have restricted ourselves to studying
the power or level spectrum, irrespective of phase, as a function of time. Along
with vowel duration, spectral variation is the most important variable with re-
spect to vowel realization, and probably also the most important one in vowel
perception. Spectral variation is not a variable which can be measured easily,
but with the analysis system used, it appears to be able to give a useful de-
scription of the speech signal.

(c) There are different ways of measuring and representing spectral differences
between vowel sounds. For a long time, the spectrograph has been the most com-
monly used instrument. The power spectrum, as a function of time, is measured
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with a fixed-bandwidth filter (50 or 300 Hz}, the midfrequency of which is con-
tinuously varied. In a frequency vs. time plot, the filter levels are represented
as levels of greyness. Maxima in the amplitude spectrum, the so-called formants,
are visible as dark bands. Using the frequencies of the first two formants as co-
coordinate values, this results in a frequently applied two-dimensional represen-
tation of the vowel spectra. Newly developed, mainly digital, techniques allow
faster spectral analysis. Also other parameters, like prediction coefficients,
have been introduced to describe the envelope of the amplitude spectrum.

We developed an analysis system based on a parallel set of bandfilters,
which allows real-time processing. The filter characteristic resembles the audi-
tory filter in the ear. The bandfilter spectrum is not used toc recover the for-
mant parameters (the spectral resolution would be too limited to make that pos-
sible), but a statistically defined weighting of all filter levels is used to
get an optimal spectral representation of the dynamic spectral vowel character-
istics.
(d) In our earlier research projects we had studied the differences between vow-
els for many speakers, both male (Klein e& ai., 19705 Pols e¢ oi., 1873), and
female (van Nierop ¢ al.. 1973), in carefully spoken, isolated, stressed words
of the type h{vowel)t. In the present study we have made one extension in the
direction of variable initial and final consonants in carefully spoken monosyl-
labic words of the type initial consonant [Ci)= vowel (V), final consonant (Cf].
Although this condition is still rather artificial, it is cne step further to-
wards natural speech. In order to arrive at more general conclusions we used
three male speakers. Consonant environment is only one of the reasens for spec-
tral variation in vowel realization; there are many others Tike: individual phy-
siological differences among speakers with respect to their speech production
apparatus, going from minor individual differences to the differences between
men and children; individual differences in speaking habits; temporary changes
in the speaking habits, Tike "pipe speech": dialectal differences; overall rate

. and carefulness of speaking; amount of stress in the pronunciation; different

styles of speech, 1ike vowels spoken in isolation, in read-aloud text, or in
conversational speech;. influence of the direct environment of the vowe| phoneme,
like preceding and following phoneme, or syllable.

(e) Apart from the spectral variations in the vowel sounds, which have their o-
rigin in the way in which those vowel sounds are produced, the acoustic proper-
ties of any transmission system betwsen speaker and listemer also introduce cer-
tain variations. Think for instance of a telephane line, a noisy environment, or
a reverberant room. In the present project, this type of distortion was excluded
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by using high-quality recordings and an optimal acoustic environment,

(f) Finally we have to specify how the perceptual differences betwsen, and with-
in, vowel phonemes will be studied. There are two different basic concepts under-
lying the study of vowel perception: one is similarity judgment, the other is
the identification paradigm. In this study we use the second method to evaluate
the perceptual differences between vowel sounds in different contexts. This me-
thod is less discriminative, in so far as two stimuli can be perceptually dif-
ferent but nevertheless be identified in the same way; however, identification
results are more relevant with respect to spesch recognition. Presented in their
original consonant environment, the vowels would be correctly identified with a
close to 10D% correct score. In order to find out whether this high score ds
solely due to the physical structure of the vowels themselves, or rather partly
due to the presence of prevocalic and postvocalic consonants, the vowel segments
were isolated from the original words. Identification results will be compared
with the average positions of the vowel segments in the spectral representation
as well as with the dynamic characteristics.

The present study will try to give an answer to questions like:
(a) How large is, for a single speaker and with carefully spoken syllables, the
spectral variation in the vowel caused by different consonant environments?
(b) When some measure has been obtained of this variation, can this spec-
tral variation be predicted on the basis of the particular consonant en-
vironment?
(c) If this variation is not too large, is it then possible to recognize automa-
tically the vowel segments in carefully spoken syllables, ignoring the consonant
environment?
{d) Can misidentifications of the isolated vowel segments in the identification
experiment be understood from the acoustic properties of the vowel segment, both
with respect to the number of confusions per presented vowel, and to the type of
confusions made by the subjects?

In the next paragraph (1.2) we will first give a short outline of the dif-
ferent ways of measuring spectral differences between vowel sounds, After that
introduction it will be easier to give a review of the literature on spectral
vowel differences (paragraph 1.3). In paragraph 1.4 we will give a brief survey
of the different ways of measuring perceptual differences between vowel sounds,
followed by a review of the literature on that topic (paragraph 1.5). Both sur-
veys are concluded by a short justification of the approach used in this study.
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The position of this study with respect to the presented literature will also be

given.
1.2. MEASURING SPECTRAL DIFFERENCES BETWEEN VOMWELS

Modern technology offers a wide variety of possible analysis techniques. In
the spectral domain this variety includes speech spectrograms, zero-crossing dis-
tributions, bandfilter analysis, and digital techniques such as digital filter-
ing, discrete Fourier analysis using the fast Fourier transform, and linear pre-
diction. These techniques usually give large amounts of raw data which have to
be processed further. Usually, formant parameters are applied to describe this
raw spectral information in a reduced way.

In addition to a formant representation there are other ways of describing
the spectral differences between vowel sounds. For example, Makhoul and Wolf
(1972) used a number of prediction coefficients to describe the spectral enve-
lope. As far as I know there has not yet been any systematic study of the spec-
tral differences between vowels in terms of these prediction coefficients. This
technique is freguently applied directly to speech synthesis (Markel and Gray,
1974; Atal and Hanauer, 1971) and automatic speech recognition (Itakura, 1975).
Linear ﬁrediction spectra are freguently used to obtain the formant frequencies
and levels (Markel, 1973; McCandless, 1974a].

Some researchers prefer to use the zero-crossing analysis technique to de-
termine the formant frequencies (Scarr, 1968; Koopmans, 1973]. In automatic
speech recognition too, the zero crossings of the filtered or unfiltered signal
are sometimes used as a parameter (Reddy ez al., 1973; De Mori, 1971; Niederjohn,
1975).

Another type of parameter used to describe the differences between speech
sounds, both in the time domain and in the frequency domain, is-the wave func-
tion. Speech, filtered in five frequency bands, is approximated by Gaussian mo-
dulated cosine waves, defined by so-called ASCON parameters (Culler, 1970;
Pfeifer, 1972; Retz, 1973). Also, the Walsh-Hadamard Transforms are suggested
for speech wave analysis (Tanaka, 19723 Ying et aZ., 1973). Beninghof and Ross
(1970) approximated speech spectra by means of a linear combination of orthogo-
nal Gram polynomials. A 20-term polynomial fit turned out to be better than a
20-term trigonometric fit. The original spectra were described with 100 points
over 4000 Hz. These last few approaches are mainly mathematically interesting
but are also used successfully for speech segmentation and automatic speech re-
cognition.



Most of the spectral-analysis methods described so far include a detailed
analysis in the frequency domain from which then in some way the formant parame-
ters are derived. Advanced computer programs are necessary for more or less suc-
cessful automatic formant extraction. Continuity constraints over the utterance
have to be taken into account and interactive processing is sometimes unavoida-
ble. Real-time processing is impossible. These difficulties can partly be ex-
plained by the fact that formant positions are parameters directly related to
the speech production process, whilst they are extracted from spectral data
where the formant positions themselves are only available in an indirect way.

Another approach is to do a less detailed frequency analysis, more in accor-
dance with the frequency-analyzing properties of the human ear, for instance by
using a set of parallel bandpass filters roughly 1/3-octave wide. These bandfil-
ter spectra are hardly detailed enough to extract formant parameters. The ori-

‘ginal filter levels can, however, be used directly as descriptive parameters. A
further data reduction is possible, by means of, for instance, a principal-com-
ponents analysis resulting in an m-dimensional spectral representation where
each coordinate value in a lower-than-m-dimensional subspace is a linear combi-
nation of the original m filter levels. This possibility was first described by
Kramer and Mathews (1956) for low-bit-rate speech Lransmission and Tater used by
various research groups for speech analysis, synthesis, and automatic recogni-
tion.

In order to describe spectral vowel differences, this dimensional approach
was first used in our institute for Dutch vowels (Plomp et al., 1967; Klein ez
al., 18705 Pols et al., 1973), soon followed elsewhere by Boehm and Wright
(1968), Li et al. (1968), Hughes et al. (1969), and Wright (1972) for American
English vowels, and by Seidel and Paulus (1971), and Seidel (1974) for German
vowels,

1.3. REVIEW OF THE LITERATURE ON SPECTRAL VOWEL DIFFERENCES

Rs was indicated in the Introduction, we will 1imit ourselves in this study
to the spectral differences within and between vowel phonemes in different conso-
nant environments, spoken by different speakers. However, in order to place this
pfob1em in its proper framework we will start this review of the literature at a
somewhat more elementary level and discuss first the basic spectral differences
between the vowel phonemas in a null context (section 1.3.1). A1l extra varia-
tion can then be related to these average spectral differences between vowel
phonemes. Next, we will go one step further and briefly review the interindivi-
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dual vowel diffarences introduced by different speakers, with the vowels still

in a neutral context (section 1.3.2). Only then will we come to a review of the

literature most directly related to the present research topic, namely the spec-

tral vowel differences as a function of consonant environment (section 1.3.3).
Some concluding remarks (1.3.4) complete this paragraph. At that point we

will also briefly indicate the position of this study with respect to the litera-

ture.

1.3.1. Average spectral differences between different vowel phonemes in a neutral
context

In order to 1imit the context effect, isolated vowels are used., or vowels
spoken in a neutral context Tike h{vowel)t. Stevens and House (1963) call this
the "null" context for the vowels. In order to 1imit the speaker effect, most
investigators average the spectral information of the vowels over a number of
speakers having a pronunciation representative of the Tanguage concerned.

In most studies, the spectral vowel information for different Tanguages is
expressed at least in terms of the frequency of the first few formants. The fre-
quency of the i-th formant, being the i-th maximum in the amplitude spectrum, is
represented by Fi and its level by L1.

Peterson and Barney (1952) did such measurements for 10 American-English ve-
wels in a context of h{vowel)d with 33 male speakers. In that study there were
some dialectal differences between the speakers (Nordstrim and Lindblom, 1975).
Fant (1959) analyzed 14 sustained Swedish vowels spoken by 7 males. Here again
the choice of the speakers, in terms of dialect control, could have been strict-
er (Nordstrém, 1975). In a later study (Fant et af., 1969) the number of male
speakers was increased to 24. Pols, Tromp, and Plomp (1973) analyzed 12 Dutch
vowels spoken in a context of h{vowel)t by 50 males. In a recent study, Fant
(1975) mentions some other less well-known data sets for languages 1ike Danish
(Frdkjser-Jensen, 1967), Estonian (Liiv and Remmel, 1970), Serbo-Croatian (Le-
histe and Ivié, 1963), Dutch (Koopmans, 1973), Japanese (Suzuki et al., 1967),
and Italian (Ferrero, 1968).

Lobanov (1971) gives FI-F2 data of five Russian vowels and their soft va-
riants for two male speakers. The vowels were embedded in 90 different nonsense
syllables. Lobanov combines his data with data from Fant (1960) and Bhman (1964}
ontwo other Russian speakers. Hess (1972) gives formant regions in the Fl-F2
plane for the German vowels from 12 male and four female speakers. German vowel
formant data have also been published by Jdrgensen (1969) for six males. Majewski
and Hollien (1967) give the first two formant frequencies of six Polish vowels,
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both sustained and in a context of b(vowel)t, spoken by seven men. Jassem (1968},
too, gives formant frequencies for Polish vowels. F1 and F2 from nine Hungarian
vowels, repeatedly spoken by four men in 32 two-syllabic words, were measured by
Tarnoczy and Radnai (1971). Fujisaki and Kawashima (1968) measured the formant
frequencies of the five Japanese vowels spoken in isolation by 14 male speakers.
In so far as numerical values for F1 and F2 were available from these publica-
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Fig. 1.3.1. Average formant frequencies Fy versus F| for a number of vow-
els in different languages for male speakers. The vowels for which the
same phonetic symbol was used in the original publications, are grouped

together.

|. Peterson and Barney (1952) , 10 American-English vowels, hvd, 33 males;
2. Fant (1959) , 14 Swedish vowels, sustainad, 7 males;

3. Fant et al. (1969) s 14 Swedish vowels, isolated long, 24 males;
4, Fregkje r-Jensen (1967) s |1 Danish vowels, sustained, 10 males;

5. Majewski and Hollien (1967), 6 Polish vowels, sustained and o 1 Y

males;
6. Ferrero (1972) s 7 Ltalian vowels, isolated, 25 males;
7. Lehiste and Ivié (1963) , b Serbocroatian vowels, stressed syllables

in words, 5 males;

12 Duteh vowels, monosyllables, 10 males;
12 Dutch vowels, hVt, 50 males;

9 Estonian vewels, in isolation, 6 males;
15 Duteh vowels, sustained, most represen-
tative from 10 males, twice:

» 16 vowels, averaged over & languages.

8. Epopmans (1973)
9. Pols et al. (1973)
0
4
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. Govaerts (1974)

Fant (1975)
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Table 1.3.1. Averape formant frequencies of vowels in various languages.
All data concern male speakers. A graphical representation of these data
is given in Fig. 1.3.1. The legend aceompanying that figure presents the

specifications of the studies concerned.

tions, these are combined in Table 1.3.1 and Fig. 1.3.1. Added are data from Go-
vaerts (1974) representing one set of 15 Dutch vowels which were selected from
sustained vowels spoken twice by 10 different speakers, and judged by 130 liste-
ners as being perceptually most representative of the Tanguage area concerned.
These formant positions are somewhat more extreme than the Dutch vowel formant
positions as averaged over 50 male speakers (Pols e¢ al., 1973). Apparently, if
subjects are free to select an "ideal" vowel they tend to choose somewhat ex-
treme vowel positions. This effect is also clearly seen in a study on tolerance
and intolerance in vowel perception by Cohen et ai. (1967).

The general distribution of the different vowel sounds in the formant plane
{5 nicely demonstrated in Fig. 1.3.1.

Also included in Table 1.3.1 and Fig. 1.3.1 are the formant freguencies aver-
aged over six different languages as gathered by Fant (1975). However, it is ve-
ry questionable if this averaging over more or less similar vowels in different
languages makes sense. Fig. 1.3.1 illustrates that the use of the same IPA
(1967) phonetic symbols does not al all dmply equal spectra. This is shown in &
similar way by Nordstrim and Lindblom (1975), who give a picture of formant po-
§1tions of male vowels all written as /i, e, e, a/ from 38 studies of 22 langua-
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Fig. 1.3.2. Two-dimensional principal-components representation of the

one~third octave spectra of vowels, spoken in a contaext of h(vowel)t,
and averaged over 30 male Dutch speakers (Klein, Plomp, and Pols, 1970).

ges or dialects. Considerable variation and overlap were shown to exist,

If, instead of the formant parameters., a principal-components representation
of average bandfilter spectra is used, one can equally well illustrate the aver-
age spectral differences between different vowel phonemes in a null context.
Fig. 1.3.2 illustrates this for Dutch vawels, spoken in a context of h({vowel)t,
by 50 male speakers (Klein ez ai., 1970). The analogy with the formant represen-
tation is striking. For more details see Chapter 2.

1.3.2. Spectral differences between vowels pronounced by different speakers

In the previous section we considered vowel data averaged over many speakers.
We will next consider differences between the individual data in a neutral con-
text.

When a number of vowels is repeatedly spoken by the same speaker under i-
dentical conditions, then the corresponding vowel points in the two-formant plane
form strictly bounded areas with no overlap at all between the different vowels
(Potter and Steinberg, 1950; Fant, 1959). However, different speakers introduce
considerable variation. For example, in Fig. 1.3.3 all individual vowel points
in the log Fl-]og F2 plane for 50 male Dutch speakers are represented (Pols et
al., 1973). This diagram is provided with logarithmic rather than linear fre-
quency scales because this is more in line with the properties of the hearing
system.

We notice in Fig. 1.3.3 considerable individual variation around the average
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Fig. 1.3.3. Individual vowel positions in the log F;~log F; plane for
50 male Dutch speakers. The crosses represent the average vowel posi-
tions, and the lines represent the boundaries of the maximum-likeli-
hood regions (Pols et al., 1973).

vowel positions. As a measure for this variation the spread o, being the square
root from the variance, can be used. Table 1.3.2 gives o for F1 and F2 for the
Dutch vowel data as well as for data from other publications. The largest spread
15 in our own data; this is probably caused by the large number (50) of phoneti-
cally naive speakers, and the use of an h{vowel)t context instead of sustained

vowels. For F, the “average" spread {‘f % z 512) is about 45 Hz, and for Fs
i=1

about 110 Hz. In general the spread is higher for higher frequencies of the for-
mants. Another compornent of the overall variance in the data is the variance be-
tween the average vowel points. For the data of Fig. 1.3.3 the scuare root of
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GFI UF2

4 5 6 8 9 4 5 6 8 9
o 79 53 3l 80 57 96 8z 89
a 73 52 37 95 177 84 73 113
= 27 38 40 37 67 124 143 86 93 164
1 38 21 53 102 109 180
a 29 32 35 52 147 90 124 161
i 23 48 28 24 38 171 93 110 120 169
i 30 40 39 64 49 60 96 77 89 72
o 27 41 42 42 35 59 81 90
u 39 46 28 24 46 94 g7 55 68 85
o 31 28 18 77 110 159
¢ 26 52 46 81 78 115
¥ 23 29 a2 79 131 152

average | 41.5 44.2 38,0 37.3 57.3 | 110.0 105.9 82.0 98.7 134.3

Table 1.3.2. The spread ¢ per vowel for F, and F2 for different data

sets in different languages:

4. Frékjae r-Jensen (1967) 5 11 Danish wvowels, sustained, 10 males;

5. Majewski and Hollien (1967), 6 Polish vowels, sustained and in bvte,
twice, 7 males;

6. Ferrero (1972) s 7 Italian vowels, isolated, 25 males;

8. Koopmans (1971) 12 Dutch vowels, monosyllables, 10 males;

9. Pols et al. (1973) 12 Dutch vowels, hVt, 50 males.

this variance, on a linear scale, is 145 Hz for F]’ and 464 Hz for F2'

Part of the individual variation between the vowel points can be eliminated
by some form of speaker normalization. In mathematical terms such a normaliza-
tion can have the form of a translation of the individual vowel points, or a li-
near compression or expansion, or a rotation, or combinations of these (Boehm,
and Wright, 1971; Lobanov, 1971; Fant, 19665 Gerstman, 1968). The Peterson and
Barney (1952) data have frequently been used to test different types of speaker
normalization (Gerstman, 1968), axis transformations (Foulkes, 1961; Beninghof
and Ross, 1970), and recognition algorithms (Welch and Wimpress, 1961; Broad and
Shoup, 1975).

In Klein et aZ. (1970), Pols et al. (1973) and van Nierop s¢ i. (1973), dif-
ferent speaker normalization procedures were evaluated in terms of percentage of
correctly recognized vowels, using maximum likelihood regions both for formant
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data as well as for principal-components data. A simple and relatively afficient
way of speaker normalization turned out to be a translation of the fndividual
centres of gravity into a fixed point, for instance the origin of the coord|nate
system. The data corrected in this way were called the centred data, For the
formant data this is similar to the parallel shift, as used by Gerstman (1968);
he also included a linear compression or expansion. For the principal-components
data a translation is interpretable as a subtraction of the average spectrum per
speaker from the individual vowel bandfilter spectra.

Recently some speaker-normalization procedures have been suggested which are
more directly based on the fact that differences between individual vowel para-
meters are partly due to differences in vocal-tract length. With some form of
scaling these size-dependent factors can be eliminated.

Wakita (1973, 1975) uses Tinear predictive coding te calculate, along with
the LPC coefficients,also the cross-sectional area as a function of place, and
the total length of the vocal tract. By normalizing any speaker's vocal tract
shape and Tength to some standard value, a major step forward can be achieved
towards making automatic speech-recognition systems speaker-independent (White,
1976). Different speaker-normalization procedures have been used extensively in
automatic vowel and word recognition systems.

The uniform scale factor suggested by Nordstrsm and Lindblom (1975) s equal
to the ratio of the actual vocal-tract length to the average length for the
"male" vowels. In order to determine the actual vocal-tract length, a fixed re-
lation between this length and the F3 of open vowels is assumed, This scale fac-
tor was successfully applied to average formant data from males, females and
children. A non-uniform extension of this procedure defines a correction factor
that is a function of both formant number and vowel category. Fant (1975) has
applied this to average vowel data of different lanquages, which resulted: in
small residual female-male differences. The final goal is to bring out real dia-
lectal differences between speakers more clearly.

This brings us to a topic closely related to the differences between indivi-
dual data, namely that of the differences between average data for males, fe-
males and children.

A number of studies give formant data for male and female speakers, and
sometimes also for children, for various languages: American-English (Peterson
und Barney, 1952; Eguchi and Hirsh, 1369; Strange et ai., 1976), Swedish (Fant,
1969), Danish (Frgkjeer-Jensen, 1967}, Dutch (Pols et gi., 19733 van Nierop e
wlyy 1973 and Koopmans, 1973), Estonian (Liiv and Remmel, 1970), Serbo-Croatian
(Lehiste and Ivig, 1963), Japanese (Suzuki et zl., 1967), Italian (Ferrero,
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1968), German (Hess, 1972), Polish (Majewski and Hollien, 1967) and Hungarian
(Tarndczy and Radnai, 1971).

A1l these studies indicate that there are systematic differences betweesn the
average formant parameters of male and female speakers. Acoustic theory pre-
dicts this on the basis of the different over-all vocal-tract lengths (Fant,

i [Fi female

1960). One can define a scale factor k1 F
imale

-1) x 100% which transfarms
the i-th female fermant frequency into the i-th male formant frequency. A con-
stant scale factor ki for all vowels would indicate a translation of the female
data on a log Fi scale, For actual data, one scale factor for all vowels is too
general. The grand average female-male scale factor for a number of vowels, aver-
aged over different languages, is 17%; for Dutch it is 10%, according to Fant
(1975). The average male and female formant data, together with the scale fac-
tors per vowel, which might more accurately be called correction factors. are
given in Table 1,3.3 for Dutch. Pols et al. (1973) and van Nierop et al. (1973)

Py F2 '3
male female co;giigion male female cu;ggggion male female cagzigglon
o 679 762 12.2 1051 1117 6.3 2619 2752 5.1
a 795 986 24.0 1301 1443 10.9 2565 2778 8.3
€ 583 669 14.8 1725 1905 10.4 2471 2788 12.8
I 388 485 19.8 2003 2262 12.9 2571 2840 10.5
e 407 471 15.7 2017 2352 16.6 2553 2895 13.4
i 294 276 - 6.1 2208 2510 13.7 2766 3046 10.1
3 523 w578 10.5 866 933 7.7 2692 2852 5.9
0 487 505 37 911 91 5.8 2481 2608 5.1
u 339 320 - 5.6 810 842 4.0 2323 2746 18.2
e 438 430 11.9 1498 1688 12.7 2354 2568 9.1
d 443 476 7.4 1437 1690 129 2260 2512 11.2
¥ 305 288 - 5.6 1730 1832 5.9 2208 2520 14.1
average| 473 523 -+ 10.6 1468 1628 - 10.9 2489 2742 -+ 10.2

Table 1.3.3. Average male and female formant frequencies in Hz, togeth-
er with the correction factors, for Dutch vowels in an h(vowel)t con—
text, (Adapted from Pols et al., 1973; and van WNierop et gf., 1973.)
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also studied the differences between male and female vowel spectra in terms of a
principal-components representation of the bandfilter spectra. The first two ei-
genvectors, which define the optimal two-dimensional subspace as a weighting of
the original filter levels, are comparable with regard to the male and the female
data. The highest weightings for the female data cccur at about 1000 Hz and 2000
Hz, in both cases about 1/3-octave band higher than for the male data. This co-
incides with the average shift in formant frequencies of about 10% for Fl’ an
and F3, If one common eigenvector base is used for both male and female data,
the averaged centred male and female vowel points are close to each other. They
can be brought to almost complete overlap by a small rotation of one of the two
configurations. Such a rotation corresponds with a frequency shift in the origi-
nal spectrum.

In this section we have learned that there is considerable individual spec-
tral variation within the different vowel phonemes, even when these are all pro-
nounced in a neutral context. However, we have also seen that this individual
variation is not randomly distributed over all vowels, but that speaker-normali-
zation procedures can effectively be used to reduce considerably the individual
differences. This holds just as well for the formant representation as for the
principal-components representation of the bandfilter spectra.

S0, on the one hand, it is advisable to use a number of different speakers,
since this happens to be a source of variation which is of the same order as
differences between neighbouring average vowel positions in the spectral vowel
space. On the other hand, normalization procedures are available for neutraliz-
ing a great deal of this variation, in order to be able to specify better the
general trends in the data.

1.3.3. Spectral differences between vowel sounds as a function of consonant en-
vironment

In the preceding two sections we considered the spectral differences between
vowel phonemes in a neutral context, as well as the individual variation within
these vowels introduced by different speakers. Now, as another source of varia-
tlon, we have to see which spectral differences are introduced by different con-
sonantal environments. These differences will vary from speaker to speaker, but
the goal is to find the systematic effects (Stevens et gZ., 1966).

The term "coarticulation" is often used in this respect, implying the influ-
wnce of one speech segment upon another (Daniloff and Hammarberg, 1973). In this
study I am mainly interested in the extent to which the spectral properties of
the vewe! segment are influenced by their surroundings. The ideal or target val-

13



ues will normally not be reached. When the sound spectrum of a vowel changes in
the direction of a more neutral vowel, we speak about "vowel reduction", This
term, however, is mostly restricted to the difference between differently stres-
sed syllables {Delattre, 1969). Some authors use the term vowel reduction also
with respect to coarticulation (Lindblom, 1963; Onde and Sharf, 1975).

Various parameters of the vowel are influenced by coarticulation and have
been objects of study, such as duration, fundamental frequency, and relative
power (House and Fairbanks, 1953). The spectral effects got most of the atten-
tion, although in vowel reduction and coarticulation the duration of the vowel
also plays an important role (Lindblom, 1963; Stevens et al., 1966). Only as an
illustration, Fig. 1.3.4 gives the effect of context condition on vowel duration.
Data are given for different types of speech ranging from well articulated isola-
ted vowels to unstressed vowels in a normal conversation.

Most effects are not restricted to neighbouring-phoneme interactions but may
cover more than one phoneme. For vowel duration this is especially clear (Noote-
boom, 1872), but spectral effects have also been reported over several phonemes

LGD T T Ll T T T T L
COMULTION
- 1 tn iselation B
2 0 Isetated mnosyllatic words
3 sbressect, in resd slowd teat
& unstressen, f0 cead dlud test
300 = 5 sLréssad, in retold atory -
A wrgtressed, fn ratald stery
7 stréssed, in nomal conversation
— 8 unstressed, in narmal conversation
2 I -
E long vowals
= faogefl
c
.2 200 -
=
o
[
=2
- = -
100 b
| short vowels 1
fa,3,1,€,y,u,i/
0 1 1 | 1 | 1 |

1 2 3 5 7 4 B a
condition number

Fig. 1.3.4. Duration of Dutch vowels in the eight different contexts as
indicated. The data are for one trained speaker and split up for long
and short vowels., (Adapted from Koopmans, 1975.)
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(Ohman, 1966; Kido et af., 1968; Derkach et ai., 1970; Reitsma, 1974). More or
less to his own surprise Gay (1975) recently found, however, no carry-over ef-
fects of the first vowel on the EMG signals of the second vowel in VCY syllables,
suggesting a neutral tongue body position (relative to the vowel) during conso-
nant preduction. In general, the coarticulation studies restrict themselves to
neighbouring phonemes in monosyllabic stressed words spoken in isolation. The
words are usually of the type CLVC2 or vlcvz where Cl and C,, or ¥V, and V, may
be the same, giving a symmetrical environment, er different phonemes. Sometimes
the CVC syllables are preceded by /h3/ or a similar neutral carrier (Stevens and
House, 1963; Li et al., 1972; Ohde and Sharf, 1975).

Mainly in those studies dealing with vowel reduction, other styles of speech
than just isolated words, have been used (Tiffany, 1959: Li et al., 19723 Std1-
hammar et al., 1973; Ladefoged et af., 1976; Earle and Pfeifer, 1975: Kanamori,
1975). Vowel reduction, in terms of spectral neutralization and vowel shortening,
has been measured for a number of different languages. The experimental results
are in good agreement: the vowel formant pattern in the Fl-F2 plane shifts more
and more in the direction of the neutral vowel, going from isolated vowels, via
stressed vowels in isolated words, and stressed vowels in connected speech, to
unstressed vowels in connected speech. Consonant environment is in general dis-
regarded in those studies, see for instance St@lhammar et al. (1973).

Fig. 1.3.5 presents a clear illustration of vowel reduction in terms of spec-
tral neutralization. These data are adapted from Koopmans (1975) for one trained
speaker.

In procedures for the automatic recognition of continuous speech, some in-
vestigators prefer to start with the stressed syllables since these are believed
to be the most readily decoded portions of continucus speech (Lea et ai., 1973;
Li et al., 1973b). In speech-understanding research, a first start has been made
in defining phonological rules which handle vowel reduction and deletion (Oshika
@t @l., 1975; Cohen and Mercer, 1975).

Several degrees of extensiveness can be introduced in the spectral measure-
ments to study coarticulation. This can vary from a single formant measurement
somewhere in the middle, or in the most stationary part of the vowel (Stevens
and House, 1963; Delattre, 1969; St81lnhammar ez al., 1973; Ohde and Sharf, 19753
farle and Pfeifer, 1975), to a number of formant measurements at discrete points
in the vowel (Lehiste and Peterson, 1961; Lindblom, 1963), up to a complete de-
scription of the whole formant trajectory (Stevens et ail, 19665 Broad and Fertig,
1969). Because of the difficulty of measuring formants, human intervention is
often necessary, which makes all these measurements very time-consuming.
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Fig. 1.3.5, Formant positions of Dutch vowels in eight different con-—
texts, varying from vowels spoken in isolation to unstressed vowels in
normal conversation. See the preceding figure for a full deseription of
these context conditions. In this figure the conditions per vowel are
connected in the following order 1-2-3-5-7-4-6~8, All data are from one
trained speaker., (Adapted from Koopmans, 1975.)

Consequently, in some way or another, these studies are all rather restricted
in their design. This means that only one or a few speakers are used, that only
one style of speech is used, that the number of vowels and/or consonants and
their possible combinations is drastically curtailed, or that the number of mea-
surements in time over the utterance is limited. For instance, in a recent study
Ohde and Sharf (1975) intended to study specifically the coarticulatory influence
on the vowel of preceding consonant (= L{eft) to R(ight) coarticulation) and fol-
lowing consonant (= R to L coarticulation). However, they used only the vowels
/i/ and /u/, and the consonants /b, d, g, h/ in the contexts hVCV (for R to L
coarticulatory influence of consonant C on the first vawel V), CVhV (for L to R),
CVCY (for symmetrical effects), and #V# (for vowel targets). Vowel coarticula-
tion was determined by comparing the target formant values from the isolated
vowels with formant measurements made only in the steady-state positions of the
vowels in context. They found that L to R effects were considerably greater than
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R to L effects, and also greater for /u/ than for (i/. Nevertheless, all these
studies combined give a valuable insight into the spectral effects related to
coarticulation. On the basis of the assumption that the average values in a neu-
tral or null context define the ideal or target formant frequencies, coarticula-
tion causes a deviation or undershoot relative to these target values. The for-
mant frequencies can thus be lower or higher, depending on the consonantal con-
text. Fig. 1.3.6 gives an example of these effects for the second formant fre-
quency at initial, middle and final positions in the vowel seqment for different
vowels in ha'C1V01 words, reported by Stevens et al. (1966). In automatic speech
recognition, formant movements are used to recognize certain sounds (McCandless,
1974b; Weinstein et al., 1974; Fujisaki et al., 1974). With our system for real-
time bandfilter analysis and statistical data processing, it takes less time to
study coarticulation and, therefore, it will be possible to include more varia-
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Fig. 1.3.6. In the lower part of this figure, a stylized Fy tranﬁition
is drawn for the /e/ segment in the indicated word. The dashed lines
represent the vewel boundaries. From these lines the i?iti§1 (in) and
final (Fs¢) second-formant frequency can be read. Fo_ is midway between
these two positions in time. F, and Fp, indicate the target values of
the first and second formant of this vowel /eg/ determined in a null
sontext., Fqy ~Fyi, Fy,~Fop, and By ~Fop are representeé in the upper
part of this figure for 8 different vowels, and two different comnso-
nant contexts. The data are averages over three talkers and are adop—
ted from Stevens et al. (1966).
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bles. The research described in Chapter 3 is a first attempt in this direction.
In fact the principal-components spectral representation has already been used
in this respect by a few researchers (Li et al., 1972; Newman, 1971).

Several authors have tried to explain the acoustical data on coarticulation
and vowel reduction in terms of active commands to the speech production mecha-
nism (Liberman et ai., 1967), including deliberately programmed forward coarti-
culation (Kozhevnikov and Chistovich, 1965; Eek, 1970), and in terms of the in-
ertia of the articulatory mechanism (Stevens and House, 1963; Lindblom and Stud-
dert-Kennedy, 1967; Ohde and Sharf, 1975). Delattre (1969) actually measured vow=
el reduction at the articulatory level by means of motion-picture X-rays which
make visible the position of the tongue, lips, and other articulators, as well
as the shape and volume of the resonance cavities of the vocal tract. Ohman
(1967) did the same and developed a model based on the superposition of articu-
latory gestures. MacNeilage and DeClerk (1969) used high speed cinefluorograms
and electromyography.

Models, mainly describing the actual spectral phenomena of vowel reduction
and coarticulation, are given by some authors. Lindblom (1963) uses an exponen-
tial function to describe the extent to which formant frequencies in the vowels
of clvcl syllables (eight short Swedish vowels and the consonants /b, d, g/)
reach their target values as a function of vowel-segment duration.

This target is an asymptotic value and is considered to be the freguency
that produces the best straight-line it when measured formant values are plot-
ted semilogarithmically as deviations from the target against vowel duration.
The target is an invariant attribute of the vowel and is independent of conso-
nantal context and duration. St8lhammar ot af, (1973) extended Lindblom's model
for vowel reduction, but once more the data are too limited to specify to what
extent vowel reduction is influenced by specific preceding and following conso-
nants. For mathematical convenience only, Stevens et al. (1966) used parabolic
curves to describe the formant contours in the vowel seqments of symmetric ha'CVC
syllables, C varied over 15 consonants and V over eight vowels, and three talkers
were used, resulting in 360 stressed symmetrical syllables. The results demon-
strate that the formant frequencies at a point centrally Tocated within the vow-
el (FEm in Fig. 1.3.6), have shifted away from certain hypothetical target val-
ues F, (derived from vowels spoken in the null environment 4V or hvd) under
the influence of the consonantal environment. Also, the formant frequencies at
the initial and final vowel boundaries (Fpy and Foel have shifted away from cer-
tain hypothetical consonant locus values, because of the vowel environment.
Ohman (1956) concluded from his spectrographic measurements on VCV words, that
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these utterances cannot be regarded as a Tinear sequence of three successive ges-
tures. The stop consonant (€ = /b, d, g/) gestures are actually superimposed on

a context-dependent vowel substrate, describable as a diphthongal gesture which
is present during all of the consonantal gesture.

Broad and Fertig (1970) developed a superposition model for the description
of vowel-formant frequency trajecteries in CVC syllables, based on statistical
analysis of formant freguency measurements at 11 points in the vowel segment.
Twenty-four different consonants were used in all combinations of beth initial
and final consonant, resulting in 576 CVC syllables, which were repeated three
times by one male speakers. The vowel was always /1/. This large set of data
made it possible to extract separate initial-consonant and final-consonant
transition functions. The proposed linear model gives the mean formant trajecto-
ry for a given consonantal context as the sum of a target freguency, an initial-
consonant transition function, and a final-consonant transition function. Nonli-
near interaction between initial and final consonants appeared to be small.

This short survey shows that spectral effects of vowel coarticulation caused
by different consonant environments have been studied only fragmentarily. Much
more detailed and exhaustive measurements are necessary. Some descriptive and
articulatory models exist but are, for instance, not good enough to be used in

automatic speech recognition.

1.3.4, Concluding remarks

As was outlined in the preceding section, almost all spectral data on vowel
coarticulation are given in terms of formant parameters. These parameters are
difficult to measure, especially if one is interested in dynamic variations. Bear-
ing in mind the good resﬁ]ts achieved with the principal-components representa-
tion of bandfilter spectra of vowel sounds in a neutral context, we should 1ike
to introduce the same approach for the study of spectral vowel coarticulation.

The choice of a specific analysis method and the subsequent data processing
is mostly based on theoretical as well as on practical grounds. MWe preferred to
work with a fast, reproducible and unambiguous analysis system related to the
processing of auditory stimuli in the peripheral hearing organ, rather than to
the way the speech sounds are produced. For that reason we preferred not to work
with formant parameters but to apply a bandfilter analysis. Further arguments
for using this analysis procedure will be discussed in paragraph 2.1. The band-
filter spectra can be represented as points in a multidimensional space, which
makes a further data reduction in terms of a principal-components representation
possible. The analysis can be executed in real time, which is important if many
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data have to be analyzed, and the subsequent data processing is straightforward
and statistically well defined. There appeared to be a good correlation with the
more traditional formant representation (Pols e+ al.. 1973)}. In paragraph 2.3
the details of this data representation procedure will be discussed.

For the moment it may suffice to say that this analysis system makes it pos-
sible to-do a detailed dynamic spectral analysis of natural utterances in real
time. The subsequent data processing and data representation give detailed in-
formation of the dynamic spectral behaviour of the isolated vowel segments re-
presented in terms of numbers and trace displays.

1.4. MEASURING PERCEPTUAL DIFFERENCES BETWEEN VOWEL SOUNDS

subjects in general judge a stimulus as an entity. They are able to say: I
identify this stimulus as an /a/, or, this stimulus is more similar to sound A
than to sound B, but it is much more difficult for them to say in which particu-
lar properties the similarity or dissimilarity resides. Consequently, the re-
sults of perceptual experiments are confusion matrices, or similarity matrices,
or scores on semantic scales. In contrast, physical analyses can be very detail-
ed, with much time-dependent information. However, these data are generally dif-
ficult to transform into overall measures, comparable with the perceptual re-
sults.

With some processing a certain amount of variation in the natural stimuli
can be removed. An adjustment of the overall level is possible by re-recording
the utterances using a time-variable amplification, or by using an intermediate
digital storage and a variable multiplication factor. A question to be decided
is whether perceptual loudness or physical root-mean-square [rms) values should
be equalized. Stimuli with a fixed duration can be obtained by gating. Digital
tape splicing makes it alse possible to repeat or delete single periods until
the desired duration is achieved. Minor differences in the fundamental frequency
can be corrected by changing the sampling frequency of the digitally stored
waveform; however, this also influences the formant structure. If independent
control of fundamental frequency and amplitude spectrum is wanted, one has to
use synthetic speech produced with, for instance, a formant synthesizer, or by
the linear prediction technique.

Even if duration, overall intensity,and pitch of the natural vowel stimuli
are equalized, there are still dynamic characteristics which are not completely
under control; for example, onset, offset, and dynamic spectral variations. Of
course one may argue that these are typical characteristics of the sound, which
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have to be taken into account. Even then a straightforward correlation between
physical and perceptual data is difficult: Is the average spectral information
most representative of a vowel categorization, or is it the initial or final
part, or perhaps the transition?

The utmost reduction is achieved by using stationary synthetic vowel stimuli
(Cohen et ai., 1967; Govaerts, 1974; Bond, 1976; Pols et al., 1969; van der Kamp
and Pols, 1971). An additional advantage of synthetic stimuli, very useful for
studying the effect of one specific parameter on the perception of vowel sounds,
is that single parameters can be systematically varied (Fujisaki and Kawashima,
1968; Slawson. 1968; Ainsworth, 1971).

Simple, constant stimuli are easy to describe but are not very speech-like.
More natural stimuli have so many variables that one is never sure which one, or
which group, has caused a certain perceptual result. One may find this dilemma
everywhere in the literature.

Specific aspects of speech perception can also be studied by the introduc-
tion of specific distortions into the naturally spoken sounds. A well-known ex-
ample is the study on consonant confusion with bandpass filtering and masking
noise by Miller and Nicely (1955). Comparable confusion experiments with 1ow-and
high-pass filtering, or neise masking. were performed with vowels (Miller, 1956;
Pickett, 1957: Carterette, 1964; Castle, 1964). Duration is another parameter
that can be controlled.

Confusion experiments need some kind of distortion of the stimuli because
the percentage of confusions appears to be too low when only the natural vowel
sounds themselves are used. As far as I know, Govaerts (1974) is the only inves-
tigator who nevertheless did such an experiment without extra distortions. In
order to get enough off-diagonal data in the confusion matrix, many presenta-
tions were necessary which made the experiment very time-consuming. Govaerts
used 15 isolated Dutch vowels spoken twice by 10 speakers; the vowels were iden-
tified by 130 listeners, resulting in 2600 observations per vowel. At first
glance, one is tempted to say that this seems to be the optimal set of data.
However, once again one cannot exclude the effect of dynamic spectral variations
and differences in duration, and speaker-specific effects may also have had
some influence. Even with this variation, vowel sounds spcken in isolation can-
not be regarded as natural stimuli.

In many identification experiments some sortof distortion has been introduced
quite arbitrarily to get enough confusions. Apart from adding noise and filter-
ing, shortening of the signal or resynthesizing speech can also be used as
forms of distortion. All these approaches have the drawback that they also
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change the stimulus itself.

An alternative is to introduce certain types of distortions in the identifi-
cation task, like a memory task, a secondary task, shadowing, utilization of
choice reaction times, cross-linguistic settings (Singh, 1975), etc, rather than
in the stimuli. Here again one can object that this does not just make the task
more difficult but may also change the way the stimuli are processed internally
{van den Broecke, 1976).

Another procedure in perceptual experiments is similarity judgments. Stimuli
are presented in pairs and subjects have to say how similar the two stimuli are
on, for instance, a seven-point scale. Or stimuli are presented in triads and
subjects are requested to decide which pair out of the three possible ones is
most similar, and which pair is least similar. In both procedures the stimuli
are not judged along some predefined scale, as in semantic scaling, but the sub~-
Jject has te take into account all possible aspects of the stimuli. A similarity
matrix is the result of this type of experiment. In such a matrix the cell val-
ues only have an ordinal relation. Through multidimensional scaling programs the
information in these matrices can be represented as configurations of vowel
points (Kruskal, 1964a, 1964b; Carroll and Chang, 1970; Harshman, 1970). Subse-
quently it is then often possible to make a comparison with the physical parame-
ters of the stimuli.

1.5, REVIEW OF THE LITERATURE ON THE PERCEPTUAL DIFFERENCES BETWEEN YOWEL SOUNDS

After having discussed the spectral differences between vowel sounds, we
will now consider the perceptual differences. Here again we can make the distine-
tion between isolated vowel sounds, or vowels in a neutral or null context, the
effect of different speakers, and the effect of different contexts.

1.5.1. Perception of isolated vowel sounds

Well-articulated undistorted isolated vowel sounds can reasonably well be i-
dentified (Fairbanks and Grubb, 1961), albeit that subjects score higher when
some context is available (Shankweiler et al., 1975; Strange 2t «l., 1976). lden-
tification or confusion experiments can be used to get some insight into the in-
ternal vowel representation. Only Govaerts (1974) did such a vowel confusion ex-
periment with undistorted, naturally spoken, isolated vowel sounds. Large num-
bers of listeners were necessary to get enough non-zero off-diagonal cell values
in the confusion matrix. Therefore, most investigators prefer some type of dis-
tortion such as high-pass or low-pass filtering (Miller, 1956; Lehiste and Peter-
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son, 1959; Carterette, 1957), bandpass filtering (Castle, 1964; Landercy and Re-
nard, 1975), noise masking (Pickett, 1957; Nooteboom, 1968), stimulus shortening
(van der Kamp and Pols, 1971), or clipping (Gupta et al., 1971).

Sometimes semantic scales, like bright-dark, are used to study the perceptu-
al dimensions of vowels (Fischer-J@rgensen, 1967}, or short-term recall (Wickel-
gren, 1965). Subjects are also quite capable of indicating that for instance /u/
and /J/ are more similar than /i/ and /u/. This type of similarity judgments can
be used to build up an internal vowel representation in terms of a points confi-
guration. Every vowel is a point in such a space, and the distances between dif-
ferent vowels are a measure of their dissimilarities (Pols et ai., 1969).

Terbeek and Harshman (1971, 1972) found cross-language differences for such
a perceptual vowel space and concluded that there is no universal perceptual
space. Neither the number of dimensions nor their interpretation appeared to be
consistent across the five languages tested (German, Thai, Turkish, Swedish, and
English): "The patterns which emerge suggest that the function relating perceived
distances between vowels to their position along underlying perceptual dimensions
is non-Euclidean in two ways. First, the perceptual dimensions do not Tie ortho-
gonally to one anothev, implying that they are related in meaning. Second, they
interact nonlinearly, producing a curved space, an effect which causes the ex-
traction of an uninterpretable dimension when Tinear models are used". For the
time being we nevertheless prefer linear models which are far more easy to use,
since data are hardly ever detailed enough to test this non-Tinearity.

Some investigators correlated the dimensions of the linear perceptual space
with general spectral measures of the stimuli, or with specific formant parame-
ters (Hanson, 19567; Knops, 1967; Pols et ai., 1969). Fig. 1.5.1 is an example of
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Fig. 1.5.1. Result of matching a four-dimensional perceptual configura-
tion (o} with a four-dimensional principal-components representation

of average vowel bandfilter spectra (A). The correlation coefficients
along the three presented dimensions are .997, .995, and .907, respec-
tively (Klein, Plomp, and Pols, 1970).
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such a perceptual vowel representation derived from an identification experiment
with 100-msec gated-out vowel segments from 50 male speakers, presented to 10
IMsteners (Klein et gf., 1970). The cumulative confusion matrix was symmetrized
and processed by Kruskal's multidimensional scaling technigue. The four-dimen-
Slonal perceptual configuration was matched (C1iff, 1966) with the Four-dimen-
stonal principal-components representation of the average bandfilter spectra.
The first three dimensions are represented in Fife 1.8.1s

The similarity judgments are also often correlated with some type of dis-
tinctive-feature system (Hemdal and Hughes, 1967: Mohr and Wang, 1968; Singh and
Woods, 1971). We restricted ourselves to relations between the physical proper-
ties of the speech stimuli and speech perception, without making the steps from
speech sound to speech producing mechanism and to speech commands.

Bernstein (1974, 1975) indicated a possibility to test the consistency of
vowel differences in some physical data representation with the perceived dis-
tances between vowels. The underlying mathematics had been developed by Tversky
and Krantz (1970). Bernstein used as stimuli 400-msec three-formant synthetic
vowels which were presented in pairs for a magnitude Jjudgment. Only in those
parts of the formant space where F, was close to F,, and F, close to Fqs was
this representation not consistent with the perceived vowel distances.

Another approach is to use synthetic stimuli and to vary those specific pa-
rameters one believes to be important in vowel perception. In this way, Flanagan
determined the difference limen for vowel formant frequencies (Flanagan, 1955)
and for formant amplitudes (Flanagan, 1957). Stevens (1951) measured the Just
perceptual change in formant bandwidth. Flanagan (1961) and Rosenberg (1971)
measured the influences of the glottal wave upon vowel quality. Interactions be-
tween fundamental frequency and vowel quality have been studied by Ainsworth
(1971}, Fujisaki and Kawashima (1968), Slawson (1968), Kakusho and Kato (1968),
and Matsumoto =¢ at. (1973).

Synthetic stimuli were also used to show, for instance, that with only two
formants all vowel sounds can be produced (Miller, 1953; Cohen et «i., 1967
Carlson ez ai., 1970). However, this does not mean that only those two parame-
ters define vowel quality, it only means that they are sufficient under certain
conditions. Even a single pure tone can already give a vowel sensation if sub-
Jjects are asked to reply in that way (Fant, 1959).

Synthetic stimuli also make it possible to generate a series of vowel-1like
sounds which follow a continuous trajectory from one vowel to another in some
physical vowel representation, such as the two-formant plane. Those stimuli are
used in identification and/or discrimination experiments.
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Kasuya 2¢ al. (1971) presented data and a model for vowel identification and
discrimination in terms of what they call the Psychological Auditory Space (PAS).
This PAS, constructed by using a multidimensional scaling method, is similar to
what we have called the two-dimensional perceptual space (Pols zt af., 1969). In
their model, a vowel, with certain forment frequencies in the physical space, is
represanted in the PAS by a normal density function with a certain mean value
and a certain o, being the psychological noise., They found from difference-1imen
(DL) measurements that the DL of phonetic quality, represented in the PAS, was a
circle with equal radius for all vowels. In our opinion this is a predictable
result, considering the meaning of such a representation. The DL in the Fl-F2
space was smaller at the vowel boundaries than in the centre of a vowel region.
One can also say that the perceptual distance between two vowels at a fixed dis-
tance in the Fl—F2 plane, was greater at the vowel boundary than in the centre
of & vowel region. Therefore, the discriminability at phoneme boundaries in-
creases, leading to a more categorical perception.

Identification and discrimination of vowels are already more “central" pro-
cesses of speech perception. Speech as an acoustic signal is first processed in
the inner ear, this organ is capable of performing a temporal and spectral ana-
lysis. Our interests concern the question as to which physical parameters of the
vowel sounds extracted by the inner ear are the most relevant attributes Teading
to perception of a speech sound. It is very difficult to study this question in
an unprejudiced way, The experimental set-up of a perceptual experiment often
implies a biased selection of certain models because of the type of synthesis
used (Fant, 1970), the way in which certain stimulus parameters are varied (Mush-
nikov and Chistovich, 1973), the interpretation of the experimental results
{Mohr and Wang, 1968), etc.

We can differentiate between a number of models, hypotheses, interpretations,
or approaches by referring to the suggested basic parameters in vowel perception:
(1) (articulataery) (distinctive) features; (2) (weighted) formant parameters, and
(3) spectral weighting.

The feature approgch 13 often used when no physical measurements of the sti-
muli are available, and perceptual results are interpreted in terms of known or
supposed qualities of -the stimuli. Examples of these are the already mentioned
studies of Mohr and Wang (1968), and Singh and Woods (1971), who tried to ex-
plain their perceptual results in terms of different feature systems.

Hemdal and Hughes (1967) used the physical measures of formant frequencies
to classify vowel sounds in terms of the distinctive features proposed by Jakob-
sen, Fant and Halle (1952).
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In surveying the a-posteriori features of vowel perception, Singh (1974)
concluded that the two most important features found in most studies (Hanson,
1967; Pols et al., 1969; Singh and Woods, 1971; Anglin, 1971; Shepard, 1972;
Terbeek and Harshman, 1971; Grant, 1971) are tongue height and tongue advance-
ment, with the latter having the larger contribution. Less frequently recovered
features are tenseness and retroflexion. Singh could only come to this general
agreement by reinterpreting findings from certain authors in his own way. This
is especially clear where he interprets Fl and F, in terms of height and advance-
ment, suggesting a one-to-one relationship. However, this presupposes that phy-
sical measurements of the stimulus, like Fl and FZ’ can be interpreted in terms
of articulatory features. We prefer to make less stringent presuppositions by
comparing the perceptual data directly with the physical parameters of the vow-
els.

The other two approaches mentioned have the same starting point: perceptual
results are interpreted in terms of physical properties of the stimuli. The
first two formant frequencies are traditionally considered to be very important
factors in speech perception (Hanson, 1967; Knops, 1967; Pols et al., 1969).
Fant (1959) and Carlson et al. (1970) suggested expressing vowel quality in
terms of F| and FZ' with F2' matching F, for back vowels, representing a loca-
tion intermediate between F2 and F3 for open front vowels., and a Tocation close
to Fg or higher for high unrounded front vowels. Recently Carlson et af. (1975)
replaced the simple Fz' formula by one relating FZ' to Fy, Fos F3, and F4. This
new FE'-va]ue corresponds fairly well with results from matching experiments
where the higher formant frequency of two-formant vowels is matched with synthe-
tic vowels with four formants. Carlson et ai. also presented an operational mod-
el for deriving F] and Fz', based on the most prominent peaks in a histogram of
the zero-crossing distribution in a number of frequency bands. This can only be.
an operational model, and not a model of the perceptual process. Karnickaya et
al. (1975) suggest that "certain linear combinations of the formant frequencies
rather than the formant frequencies themselves can be considered as useful fea-
tures underlying the vowel identification", although their combinatory rules are
not well specified. They present a rather detailed model for the perception of
steady-state vowels (Karnickaya et al., 1975; Chistovich, 1971). The part of the
model dealing with peripheral signal processing is based on psycho-acoustical
and electrophysiological results and the part dealing with parameter extraction
and final identification is based on vowel-perception experiments. The model in-
cludes the following steps:

- spectral analysis of the input signal by a bank of parallel filters uniformly
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spaced along the bark scale at 0.1 bark distance. Bark is a unit for critical
bandwidth:

- comparison of the Tevel per filter with a threshold level;

- nonlinear transformation of the filter outputs into a loudness density func-
tion according to the model proposed by Zwicker and Feldtkeller (1967);

- simulation of lateral finhibition through a weighting function including nega-
tive terms, which causes a sharpening of the dominant spectral maxima. The fi-
nal result is what the authors call the spectral equivalent curve;

- positions of the maxima are extracted with a peak-picking mechanism resulting
in formant frequencies as the characteristic cues of the spectral equivalent
curve. Spectral envelope and bandpass hypothesis are rejected by these authors
as possible bases for the spectral equivalent (Chistovich and Mushnikov, 1971;
Mushnikov and Chistovich, 1973). However, there is still the problem of
how to describe the peak-picking mechanism in the first formant range for high
Fo- Does a single harmonic, namely the one with the greatest amplitude (Mush-
nikov and Chistovich, 1973), or a weighted mean of adjacent harmonics repre-
sent the perceived F, (Carlson et al., 1975)? The monotonous /i-e/ boundary
shift in Fl with increasing FCI favours the latter view;

- vowel jdentification is finally based on simple decision rules applied to the
formant frequencies.

In the description of our spectral-analysis method in Chapter 2, we will
come back to the successive steps mentioned in this model, and see what modifi-
cations, additions, and simplifications may be made.

The use of (weighted) formant frequencies is just one way of representing
the spectral vowel information. The spectral weighting based an a principal-cam-
ponents representation of the vowel bandfilter spectra is another one. The dis-
tances between vowel points in this spectral space correlate highly with the
perceptual vowel differences, as we saw in Fig. 1.5.1 (Pols et al., 1969; Klein
et al., 1970). Vowel <identification scores derived from the positions of the vow-
el points 9n this spectral space can compete with identification scores based
on formant parameters (Pols et af., 1973; van Nierop et al., 1973). Instead of
the simple decision rules suggested by Karnickaya et @Z. (1975) maximum Tikeli-
hood regions can be used, and, also, a speaker normalization can be introduced.

En this section we have seen that it is quite possible to evaluate the per-
ceptual differences between isolated vowel sounds. Processing the experimental
results in such a way that the vowel stimuli are represented as a configuration
of points seems to be most promising since in that way a comparison with physi-
cal or other characteristics of the stimuli is possible. Experimental condi-
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tions often confuse the interpretation of the data since they may interfere with
the stimuli themselves or with their internal processing.

1.5.2. Perception of vowel sounds from different speakers

The most striking difference between vowel sounds from different speakers is
the difference in pitch between males, females and children, In addition to this
difference in pitch, there is also a difference in overall vowel quality, best
known in terms of higher formant frequencies for female speakers than for male
speakers. There is a general feeling that the fundamental frequency F has an
influence on the perceived vowel boundaries. Miller (1953), using a IDD compo-
nent harmonic tone synthesizer to produce steady-state vowel sounds, found that
when F0 was doubled, the perceptual vowel boundaries only shifted notably for
the centrally located vowels /v, A, ae/. In an identification experiment with
two-formant stimuli, Fant (1870) found that the average vowel position shifted
on the average 75 mels if FO was doubled from 110 to 220 Hz. Slawson (1968) ex-
tensively studied the effects of changing fundamental freguency and spectral en-
velope, on both vowel gquality and musical timbre. Subjects were asked to judge
differences in vowel quality between pairs of stimuli differing in spectral en-
velope or fundamental frequency to various degrees. The synthetic vowels used
were /i, &, a, 2, o, u/. With a doubling of the fundamental frequency, F 1 and
Fo had to be increased by about 10% in order to minimize the change in vowel qua-
1ity. This fits the actually found differences between male and female speech.
In general, vowel quality and timbre depend more on the absolute frequency of
the spectral envelope than on its position relative to the fundamental frequen-
cy.

Fujisaki and Kawashima (1968) studied the importance of pitch and higher
formants by investigating the extent to which changes affect the perceptu-
al boundaries between pairs of synthetic vowels Ju-e/ and /o-a/, which share ap-
proximately the same ratio of F2 to Fl Combined changes in pitch and higher
formants are necessary to counteract changes 1in F and F2 The shifts in vowel
boundaries were proportional to Fo+ This was also found by Carlson et «l. (1975)
for the vowel boundary between ;:-e} from an identification test with varying F
and F1 Ainsworth (1974) found wide individual variations in the extent to wh1ch
FD influences the vowel boundaries fu-v-ae/ for English listeners. This suggests
that F0 alone is not uniformly used as a means of normalizing the vowsls produced
by men, women and children.

Under normal conditions, the human listener is very flexible in switching
from one speaker to another, perceptual speaker normalization seems to be
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almost instanteneous. Only under special experimental conditions can the 1isten-
er be misled (Ladefoged and Broadbent, 1957). Verbrugge et ai. (1976) did some
experiments to find out what specific information enables a Tistener to map a
talker's vowel space. Three vowels from one speaker presented as precursors of a
to-be-identified vowel in an /h-d/, or a /p-p/ context, spoken by the same spea-
ker, did not reduce the vowel identification errors relative to the condition
without precursars. The vowels spoken by 30 speakers (men, women, and children)
were presented in a mixed order. The three point vowels /i/, /a/, and /u/ as
precursors did not give better results than three central vowels /1/, /ae/, and
/. Precursors mainly influenced listener's response biases, rather than ef-
fecting true improvements in vowel identifiability. Sentence context did aid vow-
el identification, but the authors claim that this is primarily because then
adjustment to a talker's tempo is possible, rather than to that talker's vocal
tract. This tempo is very important: results from Strange et of. (1976) offer
strong evidence that dynamic acoustic information, as distributed over the tem-
poral course of the whole syllable, is used cften by the listener to identify
the middle vowel.

These results suggest, somewhat to our surprise, that speaker-normalization
procedures, in terms of adjusting perceptual vowel boundaries, may not be essen-
tial in human vowel perception. Perceptual speaker normalization seems to have
more to do with tracking the dynamics of the ongoing articulatien than with vo-
cal-tract normalization as traditionally defined. I regard it as an cmission
that the possible role of the fundamental frequency is not even mentioned in
these studies. Also,the fact that precursors and test words were spoken as inde-
pendent utterances may have influenced the results.

In the Tight of these experimental results it is somewhat difficult to un-
derstand that statistical speaker-normalization procedures on formant data, Tike
the one of Gerstman (1958), give such high scores. One has to realize, however,
that such algorithms are not the same as perceptual strategies and that those
calculations are based on single formant values, whereas human identification is
based on the whole vowel. Recently vam Balen (1977) seriously criticized diffe-
rent aspects of the experiments of Verbrugge et «i. and Strange et al.

1.5.3. Perception of vowels in different contexts

In section 1.3.3 we have briefly described some of the spectral variations
of vowel sounds caused by different consonantal environments. In this section we
will consider what perceptual effects on vowel quality are described in the 1i-
terature. It is clear from spectral measurements on vowels that there is spec-
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tral undershoot and neutralization caused by consonantal environments and styles
of speech. However, most of these vowel sounds are not misunderstood if presen=
ted in their original context. Misidentification can occur if the whole conso-
nant or part of it is cut away and only the gated vowel part is presented to
subjects. So either the spectrum of a vowel in a certain context is near enough
to a target to be correctly understood, or, if it is not. the listener adapts
himself to the situation. Does he extrapolate the unfinished spectral movement
towards the target and then base his decision on this extrapolated target val-
ue, or does he adapt his perceptual vowel boundaries to the different consonan-
tal environments, styles of speech, and talking rates? Present measurements do
not yet allow a definite choice between these two concepts, as will become appa-
rent from the investigations described below.

Consonant and vowel perception can be studied by presenting, for instance,
CV syllables (spoken in isolation) from which more and more of the initial part
of the utterance is removed ('t Hart and Cohen, 1964; Grimm, 1966). Kuwahara and
Sakai (1873) found, as can be expected, that the perception of the initial conso-
nant was heavily affected, as more and more of it was removed. The perception of
the vowel, however, remained unaffected.

Perception of the vowel in CV syllables, not spoken in isolation but taken
from a read radio news broadcast, was found to be seriously impaired if the vow-
el parts were presented in isolation. The scores for the five Japanese vowels
/1s €5 05 u, a/ ranged from 52% to 70%. These perceptual vowel confusions were
reported to be highly correlated with the deviating positions of these vowel
portions in the Fl-F2 plane,but the experimental data were not very convincing
(Kuwahara and Sakaf, 1973). When complete CV syllables were presented, these
were perceived only 42% correct; vowels were perceived 80% correct because of
the existence of thé, often misunderstood, preceding consonant. This vowel score
increased further for two-syllable words and became 97% correct for the recogni-
tion of the vowels of the middle syllable in three-syllable words taken from con-
nected speech. These resultswere supported by Strange et ai. (1976), who also
stressed the importance of dynamic acoustic information. However, the higher vow-
el scores for multisyllabic words have certainly also been influenced by the
meaningfulness of these words.

Fujimura and Ochiai (1963) did a forced-choice identification study with 50-
msec vowel segments gated out of Japanese words from various phonetic environ-
ments, see also Ochiai and Fujimura (1971). Many confusions were found; for in-
stance, the /u/ from yuyue< was recognized as /i/. The implication of this study
is according to Lindblom and Studdert-Kennedy (1967) that the assignment of sym-
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bols to vowels normally involves some sort of context-sensitive routine,

Lindblom and Studdert-Kennedy (1967) performed a detailed study on the per-
ceptual boundary shift between fv/ and /I/ in the contexts of /#V# . /wVw/. and
/iVi/. They used synthetic stimuli in which the vowel had 20 different possible
positions between the locus positions for v/ and /I/ in the F2-F3 plane. F1 and
F4 were fixed, as were the formant bandwidths. There was a considerable shift in
boundary location for the /w/ context: in terms of Fo, about -1B5 Hz relative to
the boundary for the neutral context. The average shift in boundary location for
the /j/ context was in the other direction and amounted to about +75 Hz. The au-
thors concluded that there was a tendency for perceptual vowel categorization to
compensate for the formant frequency undershoot associated with vowel produc-
tion. Not just the spectral pattern at the points of closest approach to tar-
get, but also the direction and rate of adjacent spectral transitions, determine
the identity of & vowel sound in a certain context.

Kuwahara and Sakai (1976) found similar results for 26 synthetic vowels V
positioned between the locus pusitions for /u/ and /e/, and presented in the
context of AV# . /eVe/, and /uVu/. The location of the vowel boundary between
/uf and fe/ shifted towards the vowelareas of the surrounding vowels, compared
with the boundary location for the isolated vowels. So here again perceptual vo-
wel recognition compensates for the reduced vowel production; it is called the
"complementary function" by the authors. In a subsequent fusion experiment with
the same type of stimuli, it appeared that fusion of the middle vowels of two
dichotically presented stimuli only occurred if the formant freguencies of the
middle vowels were close to each other. Fusion did not occur for stimuli with
different formant frequencies which had been identified as the same vowels. This
shows, as could be expected, that the complementary function does not occur in
the peripheral auditory system but that it more likely is a function of central
processes.

Kanamori et al. (1971) describe the modification of the perceptual boundary
location, caused by the vowel environment, in terms of a shift of the phoneme
boundary in the "psychological auditory space" (PAS, see Kasuya et gi., 1971).
Experiments were done with synthetic \.flb'u'2 syllables, with Vl and vz in the re-
gion of /i/, /e/, or /fa/. The vowel boundary between /e/ and /a/ for Vz shifted
as a function of V]’ suggesting a contrast effect. The amount of shift of the
perceptual vowel boundary was determined by the distance between the vowel boun-
dary and the position of Vl in the PAS. Very recently these authors suggested
the same approach for the automatic recognition of vowels in connected speech
(Kanamori and Kido, 1976).
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The hypothesis that subjects change their categorization boundary between
vowels in consonantal contexts to compensate for the undershoot of vowel target
frequencies was not confirmed by a recent formant-matching experiment reported
by Mermelstein (1975). His results suggest that, instead of indicating extrapo-
lated target values, the matched formant values correspond to some appropriate
time-average of the time-varying formant frequencies. However, the second-for-
mant match also had to compensate for the higher formants. Furthermore,it is not
quite clear that adjusting the first two formant frequencies of a synthesized
vowel in such a way that it matches the colour of a vowel heard in a syllabic
context, is similar to identifying that vowel. This task seems to be more of a
psychophysical timbre-matching experiment, which says something about the peri-
pheral signal processing only. Mermelstein (1976) in the meantime has found that
for certain subjects his matching results are confirmed by categorization re-
sults. Other subjects appeared to behave more in Tine with the results reported
by Lindblom and Studdert-Kennedy.

Lehiste and Shockey (1972) showed that for VCY words cut in two parts, the
coarticulation in the remaining VC- or -CV part was not sufficient for subjects
to identify what had been the deleted initial or final vowel. So, despite mea-
surements (Ohman, 1966) which showed that formant transitions from the first vow-
el to the intervocalic consonant were influenced by the phonetic quality of the
final vowel, these effects are not sufficient to have an influence on the percep-
tion of that (deleted) final vowel.

Benguerel and Adelman (1976), on the other hand, recently found that sub-
jects could identify correctly the missing vowel well above chance in truncated
segments. These segments were taken from utterances containing the consonant
clusters /kstr/, /rstr/, or /rskr/ followed by one of the vowels /i/, /y/, or
Ju/. The positive results were achieved with segments including at Teast half of
the final consonant of the cluster. The authors conclude that coarticulatory ef-
fects due to 1ip rounding and horizontal place of articulation provide perceiv-
able information which may be used by the perceptual mechanism as an aid in
speech-sound identification. However, they also state that "the fact that sub-
Jjects can use subphonemic coarticulatory information to identify an upcoming
vowel, does not mean that the perception process necessarily incorporates this
ability". These cues can be redundant.

Consonant identification on the basis of the formant transitions in CV or VC
syllables is possible, or at least the place of articulation of the consonant
can be indicated, as was shown by Sharf and Hemeyer (1972). Labial, alveolar,
and palatal stops and fricatives were used as consonants and the vowel was al-
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ways the neutral vowel /3/. The noise portions of the consonants were removed,
thus Teaving only the formant transitions. Identification of deleted voiced con-
sonants in YC syllables was best. There was a significant advantage of VC trans-
itions over CV transitions in consonant identification, suggesting a greater ef-
fect of forward coarticulation resulting in the assimilation of consonant fea-
tures by vowels. This is in contrast with the locus concept in which the impor-
tance of the CV formant transition has been greatly stressed, see for instance
Delattre et ai. (1955).

In Chapter 4 we will describe our own experiments on the identification of
vowel segments taken from monosyllabic words with different consonantal environ-
ments, without going into the details of a possible identification of the (dele-
ted) consonants.

1.5.4, Concluding remarks

As we have seen in the preceding section, present knowledge of the perception
of vowel sounds of which the spectral characteristics have been changed by sur-
rounding consonants, is still rather vague. Neither is it very clear if, and in
what way, coarticulatory information in the vowel is used for the recognitionof
preceding and/or following sounds. Instead of adding some new arguments to this
discussion, we prefer to give in Chapter 4 a systematic description of the per-
ceptual consequences in terms of the identification of different vowel-phoneme
realizations in different consonantal environments. Perceptual consequences
would be very difficult to measure if the vowelswere presented in their original
contexts as spoken by the subjects., since in that case errors in vowel identifi-
cation would be marginal. Although we have warned, in section 1.5.1, against the
use of experimental conditions which interfere with the stimuli, we saw no way
around this danger ourselves. We used the method of having listeners identify
vowel segments which were isolated from the original words. Identification er-
rors can give information on the amount of consonant-specific variation in the
yowel segments.

Discrimination tasks or similarity judgments would have been very difficult
with those vowel segments since too many other variables, like duration and
pitch contour, could have influenced the decisions of the subjects.
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CHAPTER 2
METHOD
€.1. REPRESENTATION OF THE SPECTRAL INFORMATION OF VOWEL SOUNDS

As already briefly outlined in paragraphs 1.2 and 1.3, the common way to de-
scribe spectral differences between vowel sounds is in terms of the first two
formant frequencies, sometimes supplemented with higher formant frequencies,
formant Tevels, or formant bandwidths. Formants are here considered to be max-
ima in the envelope of the amplitude spectrum. Usually several maxima are de-
tectable in a spectral analysis of a vowel, derived, for example, by means of a
spectrograph or a wave analyzer. The formant representation is generally accep-
ted and understood by speech scientists. The formant frequencies are a measure
of the geometry of the vocal tract, and they can easily be used to control a
formant synthesizer producing intelligible speech. A great deal of work has also
been done on the dynamic variations of the formant positions, the so-called for-
mant transitions. So, both from a historical and a practical point of view a
formant representation seems to be highly recommendable.

Although Fant (1960, p. 26) states that the vowel spectrum is sufficiently
specified by the "formant pattern", comprising about four formant frequencies,
one may wonder whether spectral differences may not be representad in another,
perhaps simpler and more general way.

There is a need for such a simpler approach because the (automatic) extrac-
tion of formant frequencies is notoriously difficult, especially for formants
with highly asymmetric shapes, closely spaced formants, and when the voice fun-
damental frequency is high. For the following reasons one may wonder if it is at
all necessary to determine the formant positions with great accuracy: (1) Slight
variations in the fundamental frequency do nat influence the formant position,
although the harmonic distribution under the spectral envelope changes. It is
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difficult te think of a mechanism that can take care of this. (2) In the rever-
berant conditions of everyday 1ife there is an intrinsic variation of the am-

plitude spectrum caused by a point-to-point level variation, with a standard de-
viation of 5.7 dB of any harmenic of a complex tone (Plomp and Steeneken, 1973),
(3) The just-noticeable perceptual difference for a single formant freguency of
a vowel is three to five percent (Flanagan, 1957).

Although the formant representation is not strictly limited to vowel sounds,
it is less suitable for most non-vowel sounds. Any audible sound entering the
human ear has to be processed by the peripheral hearing mechanism before it
leads to a sensation. The vowel sounds are just a subset of these sounds and on-
ly this group of sounds with peaked spectra gets a special treatment and is des-
cribed in terms of formants. A more uniform representation would be attractive,
especially in, for instance, automatic speech recognition and speech synthesis.

A spectral representation of vowel sounds should preferably meet the follow-
ing requirements. It should be: (1] based on the peripheral processing of audito-
ry stimuli; (2) easy to determine - if possible, automatically and in real time;
(3) similar for all speech sounds and not specific for vowels only; (4) equiva-
lent to the formant representation for vowels in terms of data representation
and information content.

We believe weareable fto present such an alternative approach. The basic
principle of such a spectral representation was first outlined in Plomp, Pols,
and van de Geer (1967). It involves two steps. The first one is a spectral ana-
lysis using a set of contiguous bandfilters with bandwidths similar to the band-
widths of the ear's auditory filters, called critical bandwidths (Plomp, 1964 and
1976). Although the auditory filters in the ear can be described as filters with
running midfrequency, the variations in actual speech sounds as a function of
frequency are such that overlapping filters are not necessary. Nevertheless, two
institutes have buflt systems with about 80 overlapping critical bandwidth 1]«
ters (Karnickaya et aZ., 1975; Seidel, 1974). This greatly increases the amount
of data without giving much new information. However, it must be said that
Karnickaya ez al. used the system for formant extraction, and that Seidel him-
self affirmed that half-overlapping filters are sufficient.

Perceptual experiments relatad to the general attributes of sounds, being
Toudness (Zwicker and Feldtkeller, 1967) and timbre (Plomp, 1976) also indicate
that a very detailed spectral analysis, required for the determination of the
formant parameters, is not necessary for explaining lToudness and timbre diffepr=-
ences between stimuli.

The second step in this spectral representation is an optimal data reduction
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by means of a multivariate analysis of the bandfilter spectra. Just as the for-
mant representation is a way of reducing spectral information which in principle
is available in much more detail, for instance as a line spectrum, so the band-
filter spectrum can be represented with only a few parameters using the princi-
pal-components analysis. Any spectrum can be represented as a point in a multi-
dimensicnal space. The coordinate values of such a point are equal to the, say,
17 levels of the bandfilter spectrum.

Principal-components analysis, being a type of factor analysis (Harman,
1967; Horst, 1965), s a mathematically well defined procedure to find a lower-
dimensional subspace which explains, given the number of dimensions, as much of
the original variation in the data points (or vowel spectra) as possible. Dimen-
sionality reduction is possible because lzvels in neighbouring filterbands are
not completely independent. In other words, not every theoretically possible
spectrum actually occurs and therefore the 17-dimensional space is only partly
filled with points. Furthermore, these points are concentrated in restricted re-
gions. The principal-components analysis makes use of the variation,or more spe-
cifically variance, of these points along each of the original dimensions, and
of the correlations between dimensions (expressed in a so-called variance-covar-
iance matrix), in arder to determine new dimansions. These new dimensions are
Tinear combinations of the ariginal dimensions and explain as much as possible
of the original variance of the data points. The subspace is specified by a set
of eigenvectors. The elements of these eigenvectors are called direction cosines;
they are equal to the cosines of the angles between the new dimensions and the
successive original dimensions. The number of dimensions of the subspace is a
matter of choice. Sometimes there are good reasons to choose a two-dimensional
representation. For display purposes this is very attractive. However, in most
cases not all the relevant information in the speech spectra will be described
by two dimensions. For instance, in automatic speech recognition three to five
dimensions will probably be preferable, depending upon the information content
of such a representation.

In an actual word-recognition experiment we opted for a three-dimensional
representation (Pols, 1971). If dimensionality reduction is used as a too] for
bit-rate reduction in speech communication, the available bandwidth and the mi-
mimally required intelligibility determine the dimensionality. Usually a compro-
mise has to be chosen between the gain of information achieved by taking into
account more dimensions and the increase in computation time and complexity in-
volved in processing higher dimensional data. In speech-perception experiments
the number of dimensions can be an experimental parameter. Further details of
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dimensionality reduction will be discussed in paragraph 2.3.

The procedure takes into account the statistical variation in the data points
and is not based on some predefined model like the formant representation. How-
ever, since the formant representation is also an optimal representation in many
respects, one can imagine that, at least for vowel sounds, there must be a high
correlation between both representations.

In the study by Plomp e¢ ai. (1967) there was only a rough indication of
this correlation based on the representation of the average vowel positions in
the two-dimensional principal-camponents representation. In Klein 2t «i. (1970)
the se-called canonical matching procedure (C11ff, 1566) was applied to calcu-
late this correlation on the basis of actual data. However, formant frequencies
were only roughly determined, based upon maxima in the average one-third octave
vowel spectra. Much better data for comparison were obtained by Pols at ai.
(1973) and van Nierop e al. (1973) through actual formant measurements on all
Dutch vowels of 50 male, and 25 female speakers, respectively. Correlation coef-
ficients as high as 0.99 were achieved between the coordinate values of the aver
age vowel points in the Tog F1 - log F2 representation and a two-dimensional re-
presentation of the same vowel segments based on bandfilter spectra. Also, vowel
identification results based on maximum-Tikelihood regions in both representa-
tions were very similar.

These encouraging results were obtained by directly using the filter levels
as basic parameters. In the system described by Karnickaya =¢ al. (1975), the
filter Tevels are modified in various ways: by comparison with a threshold level
or a noise floor (Klatt, 1976) per filter, by non-linear transformation, and by
the introduction of lateral suppression. This greatly complicates the processing
of the data but does not necessarily result in a more representative spectral
representation. With respect to the intraduction of lateral suppression we have
tested this in a pilot experiment. Lateral suppression was known for some time
from electrophysiological experiments. Not untill Houtgast (1974a) introduced
the condition of non-simultanecus stimulation in the so-called pulsation thresh-
old paradigm, could lateral suppression be demonstrated also psychophysically.
Houtgast (1974b) also showed the possible implications in terms of spectral
sharpening of the vowel spectra. However, in some pilot experiments we found
that for stimuli with another harmenic structure and lower fundamental frequency
than Houtgast had used, the pulsation method did not give realistic results for
the "internmal spectral representation" of the stimuli. This is probably caused
by the high crest factors of those signals when they are internally filtered.
For the time being we do not feel the need to include the concept of Tlateral



suppression in every day speech perception, and thus use the bandfilter Tevels
themselves in the l7-dimensional representation.

In order to demonstrate that the spectral data representation, based on a
principal-components analysis of bandfilter spectra, is certainly not Timited to
vowel sounds, we also applied this approach successfully to the analysis and re-
cognition of non-vowel sounds and words (Pols, 1971a, 1971b, 1972),

2.2. TECHNICAL DESCRIPTION OF THE ANALYSIS SYSTEM

As the analysis system in its present form has not been fully described in
an earlier publication, we will give a short description of it below. Fig. 2.2.1
represents ablock diagram of the analysis system. The speech signal from a tape-
recorder forms the input to a parallel set of bandfilters. The 14 filters with
midfrequencies from 400 to 8000 Hz are one-third octave filters. This bandwidth
comes close to the critical bandwidth. Te sfmu1ate the ear's constant critical
bandwidth for low frequencies, three filters of about 90 Hz bandwidth and
centre frequencies of 122, 215, and 307 Hz were used, To these 17 filters is
added a 1in-C filter (-3 dB points at 32 Hz and 8000 Hz) to measure the overall
level. The parallel filter outputs are followed by integrator circuits. The in-
tegration is in fact an envelope peak detection after a one-way rectification,
reset after sampling. The dynamic range of the peak detectors does not allow
processing of the Tinear filter output. Therefore, the peak detectors are pre-
ceded by logarithmic amplifiers. A reliable 60-dB dynamic range could be a-
chieved by putting certain temperature-sensitive componentz into an oven with
constant temperature.

Because of the asymmetry of the speech waveform we added an inverter to the
broad-band filter, which makes it possible to measure both the positive and ne-
gative overall level. In practice, the higher of these two levels is used as a
measure of the overall level.

The 17 filters plus the two broad-band filters together make 19 channels; a
twentieth channel was added in the form of a zero-crossings counter. This device
measures the number of positive-going zero crossings in the original speech
waveform during 10 msec. A1l the outputs of these 20 channels are sampled every
10 msec through a 20-channel multiplexer. This information is fed through a 10-
bit analog-to-digital converter into a digital computer.

The 10-msec sampling time was chosen as a good compromise between following
rapid envelope changes, and avoiding variations within a single pitch period.
The filters used have frequency-dependent time constants because of their dif-
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Fig. 2.2.1. Block diagram of the analysis system.

ferent bandwidths. The intrinsic time delay between maximum input and maximum
output is only 0.4 msec for the 8000-Hz filter, but almost 10 msec for the 122-
Hz filter. In order to compensate for this delay.the 122-Hz filter is sampled
and reset almost 9.5 msec later than the 8000-Hz filter, and the other filters
are reset accordingly. The shift pulses for the multiplexer and the reset pulses
are given through digital-to-analog converters.

With this system the spectral analysis of a word of say 0.5 sec duration re-
sults in fifty 10-msec samples. Every sample is a series of 20 numbers being the
positive and negative overall level, the number of zero crossings, and the lev-
els in the 17 filters. The filter levels are given in steps of 0.2 dB, These
values are relative and defined in such a way that a fixed calibration signal
results in a level of 60 dB. The dynamic range is alsec at least 60 dB. The ac-
curacy and test-to-test reliability of the measurements is approximately 1 dB,
but for the Tower levels of 10-15 dB it is somewhat worse.

The output of the broad-band filter is used as a signal/no signal detector.
As Tong as the higher overall level is below a predetermined trigger level, the
17 filters are not sampled. During that time the broad-band filter is sampled
every 1 msec. Once the Tevel is above the trigger value, and remains there for
at least two successive msec, indicating that it was no interfering pulse, fre-
quency analysis starts. The analysis stops when the overall level of a l0-msec
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sample is again below the trigger value. If the measured pause is less than a
predetermined value, usually 250 msec, the following information is supposed to
belong to the same word. Otherwise an end-of-word code is generated, and follow-
ing information is supposed to belong to a new word.

We always used high-quality recordings with Tow ambient-noise levels and
therefore did not need more complex algorithms to determine the endpoints of
isolated utterances (Rabiner and Sambur, 1975).

For voiced speech the fundamental frequency is also measured every 10 msec.
Since we do not want to get involved in the difficulties of pitch extraction
(Nol11, 1967; Gold and Rabiner, 1969:; Fujisaki and Tanabe, 1972; Markel, 1972;
McGonegal et al., 1975), we have chosen & practical solution: together with the
audio signal we also record during the utterances the signal from a throat micro-
phone onto  the second track of the recorder. This signal is Tow-pass filtered,
and the periodicity is easy to measure, This periodicity, transformed into a OC-
voltage, is also sampled every 10 msec through a separate analog-to-digital con-
verter. This system is similar to that of the laryngograph (Fourcin and Abber-
ton, 1971), the electroglottograph, or the accelerometer (Stevens et al., 1975).

The great advantage of this analysis system is that it can be used in real
time. Furthermore, the data from the analysis are directly available in numeri-
cal form for further processing in the computer.

This analysis system appears to be an efficient method for spectral analy-
sis of speech, not just for vowel sounds or sonorants, but for all speech
sounds. It is particularly suitable for the spectral analysis of sounds varying
over time as in vowel coarticulation, topic of the present research,

2.3. DIMENSIONALITY REDUCTION

In this paragraph we focus our attention on the procedures for dimensionali-
ty reduction already broadly discussed above.

In the first section we will specify the concept of variance and the dimen-
sionality reduction procedure itself, illustrated with an example. In the second
section we will discuss what this means for the processing of specific data sets,
and how the resulting data representation can be interpreted, again illustrated
with an example.

2,3.1. Concept of variance and dimensionality reduction procedure
In data-reduction procedures the concept of varianse is very important. The
variance v of n numbers X4 (i=1, n) is equal to
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in which

The spread ¢ is equal to the square root of the variance

¢ =7

The standard deviation s is defined as

For large n standard deviation s and spread o are equal. In all our calculations
we prefer to work with the variation in the actual data, and thersfore use vari-
ance v and spread o.

By using the subscript § for the j-th dimensien (j=1, m, typically m=17),
45 becomes the coordinate value of the i-th point in the j-th dimension, which
in our case is the level of the i-th 10-msec speech sample in the j-th filter,
Thus any bandfilter spectrum can be represented as a point in the m-dimensicnal
spectral space, having coordinate values *i3 equal to the levels in the m band-
filters. In order to make the dimensional spectral representation independent of
absolute sound level a simple level normalization was introduced by using the
levels relative to overall level per sample as input data. If, for a certain ap-
plication, one wants to preserve the overall level an extra dimension can be
used. The variance vy along the j-th dimension for all n paints X5 becomes :

V_:..l..
n

il

= 2
I (Baamx )™,
] e Tl

and the total variance of all n points in the m-dimensional space is
= =
v = Vi mic

§=1 4 J

[2.1]
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Eg. [2.1] shows that the total variance is equal to the sum of the variances
for each dimension and that,in terms of a geometric model, the total variance v
of the n points is equal to the sum of the squares, divided by n, of the distan-
ces between the individual points xij to their "centre of gravity", Ej.

The total variance in m dimensions is a good measure for the total variation
in the data points. The variance per dimension represents the fraction of the
total variance accounted for by that dimension. However, in a multidimensional
space the average value, X., and the variance per dimension, v., do not fully
describe the data, the correlation of the data points along the dimensions is

also important. This correlation is expressed by the covariance ij:

jand k=1, m

n
= 3 2 R
T 51 06 57%5) (K% ) [2.2]
The variance, v., is then equal to Vik for k=j.
ATl vjk's together represent a variance-covariance matrix. In fact it is
more convenient to use a matrix notation. All n data points in m dimensions Xi3
can be deseribed in an (n x m) matrix X. The (m x m) variance-covariance matrix

V is

_ L
‘J—HXX.

The matrix X in fact has to represent the data points as deviations from the
average value per dimension.

For our data reduction procedure we have mainly applied the principal-compo-
nents analysis on the (variance-)covariance matrix. Principal-components analy-
sis is one of the techniques of factor analysis (Horst, 1965; Harman, 1967; van
de Geer, 1967; Anderson, 1958); it is also known as dispersion analysis (Li et
al., 1968) and Karhunen-Loéve expansion' (Watanabe, 1965).

This procedure yields new dimensions, or factors, which successively ex-
plain the greatest amount of variance left in the data. Each new dimension is a
linear combination of the original dimensions and is specified by an eigenvectar
&5 The explained variance per new dimension is equal to the eigenvalue lj‘
This can be expressed in the following way

VE = VD,
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where E is an (m x m) matrix of which the columns are the m orthogonal eigenvec-
tors e,, and D is a diagonal matrix with the eigenvalues A, as the diagonal ele-
ments. The sum of all eigenvalues is equal to the ‘total variance.

If for the original m-dimensional data all m eigenvectors were determined,
all data points could be described in a new m-dimensional space now defined by
the m eigenvectors. This new data representation is essentially the same as the
original representation,apart from rotation of the axes. The specific result of
this rotation is the fact that the data points now have their largest variance
along the first new dimension, the second largest variance along the second in-
dependent new dimensfon, etc. Owing to correlations in the original data, the
explained variance in the higher new dimensions will be very small. In terms
of data reduction it is very interesting te work with just a few new dimensions
which nevertheless explain most of the variance in the data,

In actual data the original dimensions are mostly not independent and the
variance per dimension is not very high. However, the new dimensions or factors,
defined by the erthogonal eigenvectors, are independent and the first few new
dimensions explain much more of the total variance than any of the original di-
mensions. We will illustrate this with an example from one of the earlier stu-
dies (Klein et ai., 1970).

The level-normalized spectra of 12 Dutch vowels spoken in a context of
h(vowel)t by 50 male speakers were measured with 18 one-third octave filters
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Fig. 2.3.1. Percentage of variance explained by each of the 18 origi-
nal dimensions, and by the first nine new factors. (Adapted from Klein,
Plomp, and Pols, 1970.)
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with midfrequencies from 100 to 10,000 Hz. This resulted in a dimensional spec-
tral representation of 600 points in an 18-dimensional space. The variance, as a
percentage of the total variance (= 1182 dBE}, is given for each of the original
18 dimensions in Fig. 2.3.1. None of the dimensions explained more than 10.3% of
the total variance. On the covariance matrix of these dataaprincipal-components
analysis was performed. The first four new dimensions, or factors, explained
33.7%, 27.2%, 8.7% and 5.8% of the total variance, respectively. After the ninth
factor the extraction of new eigenvectors was stopped because only 8.3% of the
total variance remained unexplained, and it was reasonable to assume that the
higher factors represented nothing but noise in the data.

That only a few dimensions are important is even more evident when not the
individual spectra, but the average vowel spectra are processed. Then the total
variance is 715 de, and the first four factors already explain 97.8% of the to-
tal variance. Thus we see that most of the spectral variation in the aoriginal
data, distributed over many dimensions, can be expressed as variance along only
a few new factors.

2.3.2. Processing of actual data sets

In the present procedure the eigenvectors are determined one after another
and the extraction of new eigenvectors can be stopped according to different
criteria. The number of new dimensions finally used, is determined by a sud-
den decrease in percentage of explained variance, or by the total amount of ex-
plained variance, or a percentage correct score, or a certain synthetic speech
quality, or it can be used as a parameter itself.

An interesting way of finding a criterion for defining the dimensionality of
the data is used intensively by Seidel ({1974). He compares the eigenvalues and
eigenvectors of two independent subsets of the data. The matrix of innmer pro-
ducts of both sets of eigenvectors indicates how similar both sets are. This ma-
trix can be interpreted as a rotation matrix for rotating one eigenvector space
te the other. If the two sets are almost identical, all diagonal elements will
be clese to 1.0 and all off-diagonal elements small. If elements close to the
diagonal are high, this implies an interchange of eigenvectors; for instance
when two successive eigenvalues have almost the same value. If a group of eigen-

vectors is unstable this will be manifest in the rotation matrix as an area with

many relatively high off-diagonal elements. As an example we calculated the ro-
tation matrix for two sets of eight eigenvectors derived from two subsets of the
speaker-normalized vowel data of 50 speakers (Klein et af., 1970). The subdivi-
sion was achieved by considering the first 25 and the second 25 speakers separa-
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Table 2.3.1. Rotation matrix of two sets of eight eigenvectors derived
from twe independent subsets of the speaker-normalized vowel data of
50 male speakers. The solid lines enclose values abave 0.5, and the
dashed lines values between 0.5 and |0.2|.

tely. The rotation matrix is given in Table 2.3.1 and suggests that three common
dimensions are a good choice.

For every new data set new eigenvectors can be determined, or cne could work
with one general eigenvector base for all speech spectra. Throughout our re-
search we have always preferred to work with specific eigenvector bases for spe-
cific data sets. In the development phase this is more ailractive and leads to
the best results. However, it means that each time & new covariance matrix has
to be determined. Especially for the analysis of long speech utterances this ap-
peared to be very time-consuming because, according to Eq. [2.2], first the 17-
dimensional spectra of all 10-msec samples have to be stored. Subsequently, the
average values have to be computed and subtracted from all these spectra. Thus
only after completion of the analysis can the covariance be determined. However,
the developed software now makes it possible to compute the covariance matrix
in real time by updating with every new sample Xij a matrix with elements Ciy

J
and a vector with elements 3y

j i=1
€k = Gk Tt Ktk
i and k = 1,17
L |
aJ = A, ‘{"X‘ij.

After completion of the analysis the actual elements of the covariance matrix
are directly found by
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il = .
Vik T %k T %% T LB X%k T X [2.3]

where

It can easily be shown that the elements, ij’ determined in this way are equal
to the earlier defined Eq. [2.2]:

n
X e .
YT ) Gt [2.2]
since
n n L g B
oB. 3 i i
JE=0 2 Mgt T TR o S Atk
g4 % 5 % O 1 2
h 151 *i3%ik ﬁﬂiil Li ﬁkiil Kig * 7 (n ijk)
o T UL T T
B 1554k 3 (n X, - (n xJ} + X g%y
$ b =
I e R

Using the eigenvectors ej, with elements Ejk’ we can easily compute for a
specific data set the coordinate values yik-in a Tower-dimensional factor space
from every level-normalized vowel spectrum %i5°

17
G I I
ik jo1

'lJeJk’ k=1,m Tﬁsl?.

As an example we give in Fig. 2.3.2 the average vowel positions for one
speaker in a I-11 factor plane (m=2). The details of this analysis will be de-
scribed in Chapter 3,but for the moment it is sufficient to know that each vowel
point is the average position of a number of vowels in different contexts. After
some rotation, this diagram can be easily recognized as the well-known vowel
triangle or formant representation. This relationship is studied in more detail
in Pols et ai. (1973) and van Nierop et ai. (1973).
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The configuration of the points in Fig. 2.3.2 is such that the overall cen-
tre of gravity coincides with the origin of the coordinate system. We call data
corrected in this way centred data. For the individual data points this means a
speaker-dependent translation for all vowels of one speaker. In practice it
means that from the individual level-normalized spectra the average spectrum per
speaker is subtracted. This appears to be a very efficient form of speaker nor-
malization, see also section 1.3.2.

This mathematically well-defined factor representation is not as easy to
interpret as a formant representation. The eigenvectors defining the plane of
Fig. 2.3.2 are given in Fig. 2.3.3. The direction cosines of these eigenvectors
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Fig. 2.3.3. Direction cosines of the first two eigenvectors defining
the I-I1 factor plane. Data were 10,279 |0-msec sample points of vowel
segments from three male speakers. These first two new dimensions ex-
plained 37.1% and 30.1% of the total variance, respectively.
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Fig. 2.3.4. Average one-third octave spectra for the three vowels /if,
fu/, and /a/ of speaker 1. The curve indicated with an asterisk repre-
sents the spectrum averaged over all wvowels of that speaker, The fil-

ter levels are relative to overall level. The lower diagram gives

speaker-normalized, or centred spectra, as deviations from the average
vowel spectrum.

are factors weighting the contributions of the levels in the original filter
bands to the final coordinate value along one of the new dimensions. Fig, 2.3.4a
represents the average spectra for three vowels /i/. fuf, and /a/, as well as
the spectrum averaged over all vowels. The filter Jevels are relative to the
overall level. Fig. 2.3.4b gives the speaker-normalized or centred spectra, re-
lative to the average vowel spectrum. Using the eigenvectors I and II, these
spectra are represented as the corresponding vowel points in the I-I1I factor
plane, see Fig. 2.3.2. Fig. 2.3.3 shows that eigenvector I can be interpreted as
weighting the levels above relative to those below 1100 Hz. Looking at the spec-
tra in Fig. 2.3.4b one can understand that /u/ will have a large positive coor-
dinate value along dimension I, just as /i/ will have a negative value, whereas
the spectrum of /a/ apparently results in an almost zero contribution aleng di-
mension I. In a similar way,eigenvector II compares the levels in a band between
450 Hz and 2000 Hz with the levels below 450 Hz and above 2000 Hz. So /i/ gets a
large positive coordinate value, /u/ a somewhat smaller value, and /a/ a nega-
tive coordinate value along the second dimension.

For the third and higher dimensions the eigenvectors are increasingly com-
plex; this makes it more difficult to interpret them directly. Fig. 2.3.5 gives
the third, fourth, and fifth eigenvectors for the spectra of the vowel segments
described in more detail in Chapter 3. We see that for these eigenvectors the
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Fig. 2.3.5. Direction cosines of the third, fourth, and fifth eigenvec—
tors, explaining 11.4%, 6.0% and 4.57 of the total variance, respecti-
vely. Data were the same as for the first two eigenvectors represented
in Fig. 2.3.3.

spectral weightings become more and more specific. However, these higher dimen-
sions become less important because they explain only small amounts of variance
in the data, see Table 2.3.2. There is a tendency in the eigenvectors to have
more oscillations as their number gets higher. This suggests some Fourier-like
decomposition of the bandfilter spectra. A theoretical sst of erthonormal eigen-

calculated efgenvectors theoretical eigenvectors

absolute % cum. % absolute % cum. %

1 382.8 L 222.4 dB® 21.5 21.5
2 310.6 30.1 6&7.2 219.5 21.3  42.8
3 117.2 11.4 78.5 130.5 12.6 55.4
4 62.1 6.0 84.5 160.5 18.8 71,0
5 46.3 4.5 89.0 41.9 4.1 75.0
6 20.1 2.8 91.8 48.0 6 79.7
7 18.5 1.8 9:3.6 23.0 2 8.9

TOTAL|1032.5 dB N = 10,279

Table 2.3.2. Explained variance per new dimension (in absclute value,
in percentage, and in cumulative percentage), both for the calculated
eigenvectors, as well as for the theorstical set of sinewave eigenvec-
tors. Data consisted of 10,279 |0-msec sample points of vowel segments
from three male speakers.
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vectors, based on such a Fourier decomposition could consist of sine functions,
the first eigenvector being half a sinewave, the second one being one sinewave,
the third one being one and a half sinewaves, etc. Table 2.3.2 gives the percent-
ages of variance explained by this theoretical set of eigenvectors for the same
data. We see that they explain a reascnahle amount of variance but their decline
is less progressive and they are therefore less optimal than the calculated
eigenvectors. It is quite possible that, on a somewhat different frequency scale,
the sinefunctions will give somewhat better results. Yilmaz (1967, 1972) postu-
lated this type of eigenvectors on theoretical ground.

2.4. SPECTRAL REGENERATION

We have shown that vowel spectra 1like those of Fig. 2.3.4b can be represen-
ted as points in a plane, see Fig. 2.3.2. This process of going from a 17-dimen-
sional spectrum to a two-dimensional point representation is not simply reversi-
ble if nothing but the two-dimensional information is left. Mevertheless, there
is a method to regenerate the original spectrum to some degree, starting from
the coordinate values in two dimensions. One then uses as (unknown) coordinate
values in dimensions 3 to 17 the average coordinate values along those dimen-
sions. The smaller the variation in these higher dimensions for the original da-
ta, the smaller the error relative to the original spectrum. If we work with
centred data it is not even necessary to know the eigenvectors 3 to 17, because
the average ccordinate values are then equal to zera. In vector notation the
procedure is as follows: The i-th point in 17 dimensions Xij0 J=1,17 can be
transformed into m dimensions (mel7) by using the eigenvectors with elements ejk

17
Wil =BT AL e k=1, m
ik j=1 ij-ik

The m-dimensional data Yige k=1, m can then be used to reconstitute 17-dimensio-
nal spectra 245
17

i€k * k:;+1 Y8k [2.4]

e 3

e

[f we subtract the overall average }k from all .. in other words: use centred
data, then the second term in [2.4] becomes zero, which reduces computation, and
makes it unnecessary to calculate the eigenvectors for ksm. Afterwards, the
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Fig. 2.4.1. Spectral variation represented by points in the subspace,
of which the coordinate values vary only along one of the indicated di-
mensions I to V over a range representative of actual speech data. The
coordinate values along all other dimensions are kept equal to the
average.

overall average spectrum in 17 dimensions ij has to be added to Zys to obtain a-
gain filter Tevels relative to the overall level. The difference between this
final spectrum and the original spectrum Xy is a measure for the information
loss caused by applying m instead of 17 dimensions.

In the next paragraph we will show how this procedure is used for resynthe-
sis of speech using spectral information in less than 17 dimensions. In Fig.
2.4.1 the regeneration procedure is used to illustrate in successive rows what
the variation in coordinate value along each of the first five new dimensions
means in terms of renegerated spectra. The coordinate values along all other di-
mensions are then kept equal to the average. The coordinate value 0 always re-
presents the average vowel spectrum. For example, the coordinate value along di-
mension I varies for actual data roughly from -40 to 40. A coordinate value of
-40 along this dimension represents a spectrum as given in the lower left-hand
corner of Fig. 2.4.1, whereas a value of +40 represents a spectrum as given in
the lower right-hand corner. The variation in spectra along this first dimension
reflects the weighting of eigenvector I as represented in Fig. 2.3.3. Fig. 2.4.2
shows what the spectral variation is if the first #uwo coordinate values are sys-
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Fig, 2.4.2. Similar to Fig. 2.4.1, but now the coordinate values along
the first two dimensions are systematically varied. The corresponding
spectral variation in the T-II plane is shown. The middle horizoatal
section is equal to the bottom row in Fig. 2.4.1, and the middle wer-
tical section is equal to the bottom row but one in Fig. 2.4.1. For re-
ference the average vowel positions of Fig, 2.3.2 are also drawn.

tematically varied. For reference the average vowel positions of Fig. 2.3.2 are
also drawn.

The dimensional spectral representation as described above was also used by
Kulya (1964), Li et i, (1968, 1969), Boehm and Wright (1968), Seidel and Paulus
(1971}, and Wright (1972).

Li et af. (1969) preferred to work with the original spectra, without level
normalization. The percentage of variance explained by their first eigenvector
is very high, but the total variance in the data is much larger. This first ei-
genvector has almest equal weights for all filters, and consequently deals with
the over-all level variations in the data. The second and third eigenvectors for
the original data are similar to the first and second eimenvectors for the lev-
el-normalized data {Pols, 1970).

In view of the aim of the present investigation only vowel spectra are con-
sidered but it will be clear that the dimensional spectral approach is much more
generally applicable. If not just single vowel sounds are analyzed, but words,
or running speech, the first eigenvector always appears to represent a weighting
54

of Tow-frequency levels relative to high-frequency levels (Li e al., 1969; Pols,
1971, 1872, 1974). In combination with the number of zero crossings, this eigen-
vector could be used very efficiently to separate sonorant and non-sonorant
speech samples (Pols, 1974; Weinstein et al., 1974). Separate eigenvector bases
could be determined for these two gnoups of speech sounds, which is interesting
both for segmentation and iabelling (Pols, 1972), and for speech synthesis (Pols,
1974]. Zurcher gt al. (1976) even extended this te a further subdivision into
eight two-dimensional subspaces.

2.5. SPEECH SYNTHESIS

Additionally to analyzing and processing speech data,it is important also to
izsten to these signals, to rear what the actual effect of, for instance, dimen-
sionality reduction is. With a speech synthesis system it would furthermore be
possible to Tisten to a specific word or to any part segmented out of it. The
effect of adding or omitting swall portions is then also under auditory control.
Furthermgre, it is useful to have a more flexible system for generating stimuld
for intelligibility measurements under different conditions as well as for per-
ceptual experiments. If unprocessed natural speech cannot be used directly, sti-
mulus compilation is always very time consuming, because it has to be done by
means of gating, or tape splicing, or waveform manipulation. Another reason for
developing a speech synthesis system was the interesting question if it is pos-
sible, in combination with the speech analysis system, and on the basis of the
dimensional spectral representation of speech, to develop a speech communication
system with a low bit-rate,

It will be clear from the above remarks that a synthesis system is wanted
which can be controlled by the output parzmeters of the speech analysis system.
This brings us to a channel-vocoder-type system by adding a synthesis system to
the analysis system, with the computer acting as intermediate storage or, in
communication terms, as the transmission channel.

2.5.1. Technical description of the synthesis system

The core of the synthesizer is a parallel set of bandfilters identical to
the analyzing filters. This means that we have 17 filters with midfreguencies
ranging from 122 up to 8000 Hz with parallel inputs and parallel outputs. From
400 Hz on, the filters are 1/3-octave filters, the three lTowest filters with
midfrequencies of 122, 215, and 307 Hz, have a fixed bandwidth of about 20 Hz.
The ordinary way to get voiced speech is to excite all filters with the same
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periodic source with a constant average power but with a periodicity variable in
time. For unvoiced sounds a noise generator is used as a source signal. The
spectral variation in frequency and time is achieved by modulating the output of
each filter separately. The control parameters for these modulators have to be
delivered by the analysis system. Summation of the outputs of the modulators re-
sults in reconstructed speech (Flanagan, 1972).

Our synthesis system deviates at several points from this general concept.
The computer is not just an intermediate storage of the synthesis parameters, it
is also an active controller of the synthesizer ftself. It is of course possible,
through the analog outputs of a computer, to control the modulators and the fre-
quency of the voiced source. However, our computer. did not have enough digital-
to-analog converters. Furthermore, inexpensive good quality modulators with a
high dynamic range are not available. But most important of all, we wanted to
have a digitally controlled synthesizer which did not always occupy the computer
completely.

This finally resulted in a concept in which each filter was excited by means
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Fig. 2.5.1. Block diagram of the synthesis system. For an explanation
see text.

56

of a separate source. Each source signal is in principle a pulse train of which
amplitude and inter-pulse distance can be controlled. By changing the distance
between the pulses, the periodicity varies, which is necessary for voiced sig-
nals., Poisson pulses are generated for unvoiced signals. The amplitude of the
incoming pulse train is controlled separately for each filter, which results in
variation of the spectrum in frequency and time. Finally all filter outputs are
summated fo give synthesized speech. In fact the pulse trains are sent through
integrators to get a sawtooth-1ike signal more representative of the glottal
source. For a block diagram of the synthesic system see Fig. 2.5,1.

In the upper part of that diagram we see the data and signal flow for the 17
channels. In the Tower half of the diagram the different control functions are
represented.

The pulse levels per filter are stored in three successive digital registers.
By opening a gate during 80 usec, followed by a digital-to-analog conversion,
the pulses are produced. The moments of opening the gate are controlled by the
Fy information. For unvoiced sounds a switch is set such that the gate is con-
trolled by a noise source. Each filter chamnel has such & separate switch and
gate, both are Togical AND and OR circuits. Since all information necessary for
synthesis is stored in digital registers. the whole system can be digitally con-
trolled.

Every 10 msec the synthesizer, as & peripheral apparatus, sends a "request
pulse" (RP) to the computer for new information. In less than one msec all in-
formation of the 10-msec sample concerned is then sent to the digital registers
of the synthesizer through the digital output of the computer.

This digital input/output system, developed and built in our institute, is
based on 24-bit words, which for this application contain in 4 bits the address
code and in the remaining 20 bits the actual information. Nine words are used to
transmit the level information for the 17 filters. A single word holds the 10-
bit information for two filters. A fenth word is used to give the status of each
channel. This status bit indicates whether the channel concerned has to get
voiced or unvoiced input. One of the remaining bits in this tenth word is used
to indicate whether the built-in delay {ﬂti) for controlling the gates for the
different channels i=1,17 has to be used or not. Another bit actually starts or
stops the synthesizer and contrals the pause function of a recorder. For voiced
sounds the eleventh word contains the pitch information. When there is a pause
within a word or between words, the duration of this pause is given instead in
this word. One bit of the tenth word tells us in which of both possible ways
(pitch or pause) this information has to be interpreted. Seven bits of the
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twelfth word are used to set the clock interval at a value between 1 and 128
msec. Normally this interval is fixed at 10 msec, but for specific applications
like lengthening or shortening (part of) an utterance without spectral distor-
tion, another value can be chosen. Furthermore, gne bit in this twelfth word is
used to indicate if an overall gate has to be opened or closed. Another hit
starts or stops the generation of a 3.2 kHz pure tone, available on a separate
output of the synthesizer. This signal can be recorded on the second channel of
a recorder, in parallel and timed with the onset and/or offset of the generated
words. This is useful for perceptual experiments where gates, warning lights, or
anything else has to be controlled synchronously with the words.

With every new clock pulse, normally every 10 msec, a request for data is
sent to the computer. These data may have been read directly from disk, or gene-
rated or modified under program control. There is ample time for these opera-
tions since the actual data transfer through the digital output to the synthesi-
zer takes only about one msec.

The address Tlabels attached to the wwelve 24-bit words are used to distpi-
bute the information over the different registers. At the same time the present
content of these registers is transferred to the next layer of registers where
it becomes available for the actual synthesis. In fact there is a third layer of
registers where the same information as in the second layer is available but, if
wanted, with a delay at, that varies for the different filters in relation to
their bandwidths. The delays, created with a multiple-output shift register with
minimal steps of 100 usec, vary from almost 10 msec for the highest filters to
no delay for the lowest filters.

Asynchronously with the 10-msec clock, the level values in the third layer
of registers are sent to the 10-bit digital-to-analog converters through gates
which are open for 80 psec. The moment of opening is determined by the periodi-
city of the sample concerned. This periodicity value is available in the t -re-
gister, which sets a t -counter. The step-size of this counter is 16 HSec, Every
t0 msec a pulse is generated which opens, for 80 usec, the gates between the
third layer of registers and the digital-to-analog converters of the 17 filter
channels. Not all channels get this tg-pulse at the same moment, but, if wanted,
with different delays for the various filters. The pulse train from the digital-
to-analog converters is then shaped into a sawtooth, by some sort of leaking
petk detector with a charge time of 50 usec and a much longer decharge time of
about 1.5 msec. This signal is then filtered by the bandfilters, and summated.

If the status bits indicate that a sample is unvoiced, a random-pulse gene-
rator controls the 80-ysec gate and decides every 100 usec whether the gate has
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Fig. 2.5,2, Fxample of the timing sequence in the synthesis system. The

artificial speegh sound represented here, is assumed to consist of four
voiced |0-msec samples, followed by a pause, and sone unvoiced 10-msec
samples. Only the data transfer for one of the 17 filters is represented.

to be open for 80 psec or not. For a specific 10-msec unvoiced sample and a spe-
cific filter, all pulses during this 10 msec have the same amplitude but a pseu-
do-random pulse-distance distribution, thus generating a so-called poisson noise.
Fig. 2.5.2 gives an example of the timing sequence in the synthesis system. It
gives the timing for an artificial speech sound consisting of four voiced 10-
msec samples,followed by a pause, and some unvoiced 10-msec samples. The data
transfer for only one of the 17 filters is illustrated.

The present concept allows that some of the filters are excited with perio-
dic pulses and some of the filters with noise. A separate bit for each filter,
and a separate source signal for each filter make this possible. We had the im-
pression that this could perhaps be a useful feature for generating voiced stops
and voiced fricatives by means of a voiced signal in some lower filters and
noise in the higher filters. The present analysis system, however, does not give
us this detailed information: a specific sample is either voiced, or unvoiced.
Somewhat to our surprise, quite natural voiced stops and fricatives can be pro-
duced, simply by generating some voiced samples (vocal murmur) followed by some
(unvoiced] noise samples,

The possibility of generating both a voiced and an unvoiced signal, within
one sample, was used in a selective vowel-masking experiment (Pols, 1975).

The actual control values for the synthesizer are obtained through a trans-
formation table which has as input parameters: the Tabel voiced or unveiced, and
if voiced, also the fundamental frequencies, plus the dB Tevels to be achieved
in the 17 filters. Outputs from this transformation table are 17 numbers between
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0 and 1023 for the 17 filters, plus a number indicating the periodicity in
multiples of 16 usec. This table takes into account a conversion from lo-
garithmic to linear level, and a translation of this level into a number speci-
fic for that filter with that specific fundamental frequency, or with noise. At
present the table contains 130 fundamental frequency steps between 71 and 200 Hz,
plus one noise spectrum. Just by extending the table this fundamental-frequency
range can be increased, but up'to now the range has been sufficient for male
voices. With the present hardware and software any length of text can be regene-
rated without real-time limitations. The only restriction lies in the sforage
capacity of the two fixed-heads disks (a total of 260,000 18-bit words). Time
restrictions may of course intervene when, for instance, the clock time is made
much shorter than 10 msec, or when too many operations have to be done on the
data. These operations can for instance be: dimensionality reduction, or rule
synthesis, or intonation modifications, or data interpolations.

In Pols (1974) the synthesizer was used for the first time to study the per-
ceptual differences between vowel sounds in a set of 120 clvcz words; at that
time all phonemes had to be voiced.

At present, both the analysis and the synthesis system are such that a de-
tailed analysis of large sets of speech data is possible.

2.5.2. Intelligibility measurements with the synthesis system

In addition to the technical description of the synthesis system given above,
some data on the speech intelligibility obtained with this system will be given.
As we said before, the synthesis system was primarily developed as a research
tool for flexible stimulus generation and not as an optimal vocoder system with
Tow bit-rate and high naturalness of speech quality. Somewhat similar synthesis
systems have been used by other researchers. Kramer and Mathews (1956) and Crow-
ther and Rader (1966) suggested low-bit-rate vocoder systems based on linear
transformations of the vocoder channel signals. Li e ai. (1971, 1973a) recaon-
stituted speech from spectra of reduced dimensionality. The analysis and subse-
quent dimensionality reduction was similar to our approach but the synthesis
part differed. Their 35-dimensional spectral information is reduced to m dimen-
sions applying a principal-components analysis, From this m-dimensional informa-
tion a 35-dimensional spectrum is reconstituted, and from that the speech wave-
form, by means of inverse fast-Fourier-transform (FFT) computation. The step
from a 35-dimensional bandpass spectrum to a line spectrum introduces some ambi-
guity since it is not unique. Moreover, an inverse FFT can, on successive sam-
ples, not be done in real time and gives trouble in concatenating successive

60

periods. Therefore, we preferred a synthesis which was a complete mirror-image
of the one-third octave analysis. Li et of. (1973) mention consonantal intelli-
gibility scores of 47% to 75% as the spectral dimensionality varies from 3 to 35
- these scores are Tower than ours, as we will see in the next section. Cartier
and Graillet (1974} use a l4-channel vocoder and almost the same dimensionality-
reduction procedure (analysis of correspondence).The system was tested with log-
atoms spoken by two male and two female speakers. The reported recognition re-
sults for the five vowels and the 20 initial consenants using 2, 3, 5, or 14
factors are slightly better than our results, but net many details are given.
Ldngle and Paulus (1974) use a similar data reduction technique (Karhunen-Loeve
expansion) for Tow-bit-rate speech transmission but start from a fixed number of
pitch-synchronous time samples instead of spectral information, Results are sum-
marized by rate-distortion functions instead of intelligibility scores.

Vie also have used the number of dimensions [m) with which the spectral in-
formation is described as a variable in the intelligibility measurements. In pa-
ragraph 2.4 1t was specified how the levels in the 17 filter bands can be recon-
stituted from the coordinate values in m dimensions and the average information
in the remaining (17-m) dimensions. With this regenerated 17-dimensional infor-
mation the synthesizer can be controlled.

From some preliminary experiments (Pols, 1973, 1874) it is clear that five
conditions give a good insight into the effect of dimensionality on speech intel-
Tigibility. These five conditions are: the use of all 17 original filter levels,
and regeneration of the bandfilter spectra using the coordinate values in 7. 4,
3, or only 2 dimensions, In order to make the intelligibility scores from these
tests directly comparable with known scores for other communication channels,
lists of phonetically balanced nonsense words (PB-words) wers used.

Each of five male speakers pronounced a different 1ist of 50 PB-words in a
quiet room. Each Tist was preceded by 10 disyllabic words which were used to a-
dapt the listener to the specific synthesis condition of that 1ist, The 300
words from those five speakers were recarded and subsequently analyzed with our
analysis system. A1l information of the, in total, 16,523 10-msec samples was
stored on disk. The total variance of all level-normalized spectral points in 17
dimensions was 1864.8 dEZ. As outlined in paragraph 2.3 the optimal subspace for
this material was determined, both for group 1 (unvoiced, mainly non-sonorants)
and group 2 (voiced, sonorants) samples. The first eigenvector of all the sam-
ples is represented in Fig. 2.5.3. The number of zero crossings and the coordi-
nate value along the first dimension, determined by this eigenvector, are used
to make the group decisien. 12,628 samples (76.4%) belonged to group 2, the so-
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Fig. 2.5.3. Directicn cosines of the first eigenvector explaining
54.5% of the total variance (1864.8 dB2) of the data consisting of

16,523 10-msec sample points of 250 PB-words from five different male
speakers.

norants, with a total variance of 1242.2 de. The percentage explained variance
per new dimension is given in Fig. 2.5.4. The right-hand diagram gives the same
for the group-1 samples, with a total variance of 376.9 dB~.

In an off-line calculation the coordinate values of all samples in the
group-1, or group-Z, 7-dimensional subspace were determined, and stored on disk
together with the original 17 filter levels. We slightly smoothed the Fo-contour
of each word to reduce the "creakiness" of the synthetic voice. This smoothing
was done by taking into account the F0~Tnformation of five neighbouring samples
on both sides.

Subsequently, all five lists were resynthesized under each of the five syn-
thesis conditions (via 17, 7, 4, 3, and 2 dimensions). Between the resynthesized
words there was a silent interval of three seconds. To prevent possible familia-
rization of the listeners with a certain Tist, each 1ist was generated under
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Fig. 2.5.4. Percentage explained variance per new dimens@on of the
12,628 group—2 samples (voiced, sonorants) with a total variance of
1242.2 QBZ (lefr). The right diagram represents the percentage explai-
ned variance per new dimension of the 3,895 group-! samples (unvoiced,
non-sonorants) with a total variance of 976.9 dBZ.

62

each of the five conditions with a different order of the 50 words within that
Tist. This synthetic speech was recorded on a magnetic tape recorder with the
five 1ists per synthesis condition in a random order. Five experienced listeners
1istened to this material through headphones and wrote down the words they heard.
These persons were experienced logatom Tisteners, which means that they are
trained to write down what they really hear, whether or not it is a nonsense
word, but they were not at all accustomed to this specific synthetic-speech gua-
lity. Therefore,we started each 1istening session in which one synthesis condi-
tion was presented, with a sixth 1ist, from a sixth speaker. which was generated
under the same synthesis conditien. The Tisteners heard this list with prior
knowledge of the words which were spoken, in order to get somewhat accustomed to
that synthesis condition. Only after this presentation did the actual session
start with the presentation of all five 1ists, Since each list had originally
been spoken by a different person, we also allowed a short adaptatien to this
speaker by presenting first the 10 known disyllabic words before the 50 unknown
PR words. The order of presentation of the five synthesis conditions was balan-
ced for the five Tisteners. In order to get some idea of the learning effect
every listener got the first synthesis condition he had listened to, for a sec-
ond time in the Tast listening session.

2.65.3. Intelligibility scores

Although, for the present research project, we are mainly interested in the
specifications of the synthesis system in terms of vowel scores, we also give
the consonant and word data here, in order to have a complete system descrip-
tion.

The individual and average word scores, and the correct scores for the vow-
els and the initial and final consonants are given in Table 2.5.1. These scores
have not yet been corrected for the different frequencies of occurence of the
different phonemes. For a graphical representation of the average scores, see
Fig. 2.5:5:

The correct score under the optimal synthesis condition (using the original
17-dimensional information) is an important figure, since it tells us how well
this system can be used as a research tool for auditory speech segmentation, for
detailed listening to (parts of}) an utterance, or for stimulus generation, The
vowel score is 96.8% which is, for our present experiments, an acceptable fi-
gure. The correct word score of 77.8% has to be considered with respect to the
fact that nonsense words were used. A minimum demand for transmitting intelligi-
ble speech is a 30% PB-word score (Kryter, 1972), whereas almost 100% sentence
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% correct score

synthesis condition

W learning
Tistener ) 4 3 ” o etfact
1 38.4 46.8 50.8 60.8 78.4(17 72.8
2 252 452 B3l 788 77.8| 7 /62,0
3 30.4 42,8 54.0 60.4 72.8/ 4 35.6
4 33.6 48.4 49.2 72,0 82.8| 3 36.8
5 36.4 37.2 52.0 66.8 77.2| 2 28.0
average |[32.8 44.1 b53.1 66.6 77.8

listener LP[56.8 68.8 68.8 84.8 90.0|17 89.6
C; 58.2 65.4 68.1 77.0 83.4
v 67.6 78.1 85.4 92.0 96.B
Ce 78.6 80.0 B87.4 93.4 96.2

Table 2.5.1. Individual and average percentages of correct word scores
per synthesis condltlcn as well as the scores for the listener LP.
Each listener had one identical synthesis condition in the first and
The last column gives the score for that con-

last 115Len1ng sessions.

dition in the first session.

Ccmparlsnn with the score for the same

condition in the last session gives an indication of the learning ef-
fect. The lowest part of the table gives the average correct scores
per synthesis condition for the initial consonants (C ), vowels (V),
and final consonants (C ), separately.

100

80

601

LOF -

20 i

1 '} 1 1 1 JL L
4 T R

number of dimensions

Fig. 2.5.5. Percentage-correct score per
synthesis condition, averaged over the
five listeners. Scores for initial conso-
nants, vowels, final consomants, and whole
words are given separately.

intelligibility is achieved with a 50% PB-word score (Kryter, 1962).

The individual word scores, as a function of the number of dimensions used

for resynthesis, are represented in Fig. 2.5.6.
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The word scores for the five listeners do not differ much,but there is a com

TUG T T Ly T T T ’f‘ T
! LP i

v BOF a2

: s

(3 x 3

ur

. Bo + L -

A subj. Fig, 2.5.6. Individual and average percent-

g A0k e 1 age'-col:rect word scores per synthesis

< | &7 +2 condition., The arrows show the improvement,

2 5 i 03 in pach case for one subject and one con—
a4 dition, between the first and the last
e 4 listening sessions in which the synthesis

condition was the same. The upper line
gives the percentage correct score for a
trained listener.

0 i i L i ' i _r.r.t i
f 234 56% W
number of dimensions

siderable learning effect, indicated by means of the arrows in Fig. 2.5.6. These
arrows show the improvement between the first and the last listening sessions,
with equal stimulus conditions per subject. Surprisingly enough, none of the
Tisteners had the impression that their understanding of the synthetic speech
improved with time. However, the author, best accustomed to this synthetic speech,
came to still considerably higher scores in a separate listening session, see
Table 2.5.1 and Fig. 2.5.6 for the data labelled LP.

A better insight into the qualities and peculiarities of the synthesis sys-
tem can be achieved by studying not just how many errors, but also what kind of
errors for Ci’ V. and Cf are made under the different conditions. Such confusion
matrices, accumulated over lists and listeners, are given in Table 2.5.2 for the
synthesis condition using the original 17-dimensional filter levels, The tables
are corrected in such a way that the row totals are 100. In the original lists
there was of course considerable variation in the freguency of eccurrence of
different phonemes, since the Tists were phonetically balanced (Huizing and Mo-
lenaar, 1944; Reyntjes, 1951). A significant amount of vowel confusion exists
only between /ee/ and /I/, but, in every PB-word list there was only one word
with /e /. The percentage correct score for the final consonants is also very
high (92%), but some nasals show some confusion favouring /n/, which is also the
most frequently occurring consonant in the Tist. The group of 17 initial conso-
nanta gives most errors especially for the short plosives and the Tow-intensity
/f/. This is partly because these phonemes have already been lost during the an-
alysis, their overall level being sometimes below the threshold established to
exclude noise. After resynthesis they can only be identified by making use of
coarticulatory features in the vowel, depending on each individual Tistener's
experience. This can be seen in Table 2.5.3 where the individual responses to
these phonemes are given. For instance, listener 3 makes many errors with /k/,
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rESPONSE

stimilus

i a & | B i 1} (] u E Ay ei  others

w (8] 9

a (8]

e (5) 0.8

(s} 4.0 0.8
e € 15) (']
= L
E 148
e

u (2]

® (1) 4.0 20.0 | 76.0]

by (1)

ri (4] 10.0|_30.0

TOTALY 97.8 100.0 100.58 114.4 100.1 100.3 102.2 100.0 100.0 80,8 110.0 %0.8 0.3

TESPUNsE

Table 2.5.2. Confusion matrices
presented separately for the ini-
tial consonants, vowels, and fi-
nal consonants in the PB-words.
These are percentage &cores, ac-
cumulated over lists and liste-
ners for the synthesis condition
using the origipal 17 filter wval-
ues. The number of times every
Wy a.0 16,0 76.0] phoneme actually occurred in
each list of 50 PB-words, is in-
dicated between brackets.

stimulus

TOTAL | B4.0 10d.0 112.0° 96.0 100,0 104.0 100.0 L04.0 79.4 143.4 77,2

total total total
pbdwh errors i arrors K\gr-th errors
114 1 1 1|10 2 i N B g 1 2 3
Z1L 3 1 4 g1 5 111 1| 10 ZTE1 3
p 33 11 2 t 36 & 2 4 g9 K B & 32 5
4021 2 ] 485 2 2 8 10 4 91 1
513 3 1 4 5 # ‘4 H 8 5l 811 z
total|982 2 4| 16 total|33 11 1 6 24| 42 tota]|35 473 14
total ; total total
B ww erraors dt b wil errars tiw errors
1114 1 1 1| 26112 1 14 il 8 2 2
2114 1 1 21 32 5 & 8 2i 0114 5
- | e S 8 d 3| 21 7 12 19 f 3] 5
4115 0 4| 36 4 4 4 5
Blg9 &1 g 5] 24 3 931 16 5| &
total|59 13 3| 16 total|139 1 31 25 3 1| 61 total |18 1 & 7

Table 2.5.3. Individual responses of the five listeners te the initial
plosives /p, t, k, b, d/ and the low-intensity /£/. The 17-dimensional
spectral information was used for synthesis.

/b/ and /df, whereas listener 4 identifies these phonemes almost always correct-
1y.

Table 2.5.4 gives the confusion matrices for the synthesis condition using
the two-dimensional coordinate values. The neutral vowel /e / is only correctly
recognized 16% of the time, the responses are scattered over /[1/, /e/, /3/, /i/,
and fu/. Apart from a possible spectral similarity there is also the duration
information which causes long vowels 1ike /a/, /e/. /o/, and fu/ to be seldom
confused with short vowels like /o/. fe/. /1/. /37, /D/, and /@ /, and vice
versa.

Most consonant confusions can be described in terms of manner or place of
articulation.

Certain phonemes loose more from deleting spectral information than others.
This can be seen in Table 2.5.5,where the correct phoneme scores using 2-dimen-
sional spectral information are compared with those using 3 and 17 dimensions,
For the vowels a complete 1ist over all synthesis conditions is given. The
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C1 FEspense
[:] £ k b d F 5 E ) 2 h o | 1 r L] n
p (1] 2.0 4.0
t {3} ¥
k{2) w0 2.0
b (3) 4.0 L3 1.0 12.0 14.7
d (8] g2.5 L2.5 0.5 0.5 2.0 3.0
(i
s (2)
2 v (3
T o)
8 z(3)
ho(3]
w (3]
i
1z
r i8]
m 2]
n (3
TOTAL|123.8 B0.1 22.0 105.5 60.3 61.3 100.3 B0.8 183.6 74.4 87.2 1595 982 TE.5 95.8 103.3 186.4
Tesponse
v
o a c 1 B 1 2 ) u (-] Ay ci others
n (9}f 48.0 3.0 3.6 0.4 0.4
3 (6} 1.3 2.0 6.0
s i3y 6.8 0.8 0.8 4.8 0:8 5.6 0.8
1485 3.4 0.8
LS 0.8 0.8 1.6 0.8
= 143 1.3
g 3¢5y 4.8 7.2 0.8
o oedd) 10 70 1.0 10 LD
u(2) 2.0 2.0
® (1) 15.0 48.0 4.0 12.0
Ay (L) 2.0 16.0
el (4) 0.0 2.0 6.0 1.0 1.0 2.0
TOTAL| £9.2 101.3 147.0 114.5 98,1 141.0 121.7 114.6 119.3 24.0 89.8 634 4.5
C' TESpONSE
P t k f 5 x 1 r m n n
P 4.0
t {10} 0.4
G
£
5 5 (5)
Fx o 17.0
w1 (8) 232 3.2
r i8] u.8 3.2
m {2 2.0
n{13) 248 4,0 Table 2.5.4. Similar to Table
n (1 a0 4,0 68.0[26.0] 2.5.2 but now the two-dimensio-
TOTAL{109.0 111.2 75.2 105.8 92.4 B82.B B7.6 118.2 20.6 261.0 33.2 naj coordlnat? vajues wcxe uaed
for resynthesis,
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inftial consonants

(] t k b d . 5 X ¥ 3 h W 1] 1 & n n allC,

7 din.| 55.0 32,1 B0 38,7 43,0 320 82.0 56,1 HL.O Ti.4 53.9 Te.0 76.0 50.0 VB.7 4.0 59.4 56,8
3dim, | 99,0 30.6 26,0 68,1 47.0 520 &0 70.7 @40 BE.7 T3 OT9.% 6.0 50.0 BOLD 46.0 82.6 &4.5
17 dim.| 3.0 84.0 72.0 78.7 69.5 72.0 90.0 97.4 B1.0 98,7 96,0 92.1 100.0 100.0 094.7 9.0 %3.3 B82.9

vowels

a a (1 [ B i J o u o hy el a1l

2 dim.| 46.0 88.7 74.4 52,8 B5.6 93.4 0.0 82,0 94.0 16.0 48.0 4B.0 65.9
3 dim. | B6.7 95.3 7E.4 79.2 92,8 98,7 69.6 740 940 B.0 80.0 6.0 T5.2
4 ¢im,| 64,6 100.0 B4.0 90.4 97.6 86,7 91,7 94.0 9.0 20.0 96.0 B0 835
7 dim.| 91,1 1000 B4.8 92,8 952 933 928 9.0 940 56.0 l00.0 84.0 90.3
17 die.| §7.8 100.0 9.8 31.2 98,4 §7.3 100.0 100.0 100.0 76.0 100.0 90.0 95.6

final consonants

P [3 k f 5 X 1 r m n n o all l:f

2 dim. | 72.0 95.2 S56.0 68.0 90.4 50.0 70.4 93.6 12.0 88.6 24.0 655
3 dim. | 76.0 99.6 B4.0 72.0 85.6 §9.0 71.2 93.0 14.0 &2.% 40.0 63.8
17 dim. | 84.0 100.0 100.0 92.0 100.0 96.0 100.0 100.0 68.0 35.4 76.0 52.0

Table 2.5.5. Percentage-correct score per phoneme under different syn—
thesis conditions. The last column gives the average scores.

because of the normalization to equal occurrence of all phonemes.

An analysis of variance (Riemersma and Burry, 1973) was performed on the

main effects degrees of % significance

and interactions freedom variance Tevel
conditions 4 21.1 L
1isteners 4 9.8 %
conditions % listeners 16 0.3 n.s.
vowels 11 47.0 %
conditions x vowels a4 13.6 23
Tisteners x vowels 44 5.2 %%

Table 2.5.6. Results of an analysis of variance on the recognition
scores for 1 vowels under five different synthesis conditions for

five liateners. The percentage explained variance per variable and per
interaction, as well as the significance level of the differences found
are indicated (%% significant at 1% lewvel; n.s. not significant).

average scores for Ci' V, and C. slightly differ from those given in Table 2.5.1

vowel recognition data, see Table 2.5.6. The differences between synthesis con-
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ditions, Tisteners, and vowels are all very significant and explain 21.1%, 9.8%,
and 47.0% of the variance in the data, respectively. The effect of the synthesis
conditions on intelligibility is the main effect we are interssted in, see Fig.
2.5.5. The differences between the listeners are relatively small. Averaged over
all conditions and vowels, the best 1istener has a correct score of 84.9%, and
the worst listener 78.2%. The large main vowel effect, and the relatively large
interactions,mean that one vowel under a certain condition is far better under-
stood than another vowel. This is partly due to the properties of the synthesis
system, as can be seen by the significant condition x vowel interaction, and
partly caused by the listeners, as can be seen by the significant listener x
vowel interaction. For example, under a certain synthesis condition, Tistener 3
did not make a single /a=J/ confusion, whilst listener 4 made 14 fa-3/ confu-
sions out of a total of 45 presentations.

The results of the listening experiment can be used for further, more de-
tailed, analyses. We tested, for instance, whether the Tisteners were not biased
in favour of frequently occurring and/or meaningful words. If the responses of
the subjects to the initial consonant, vowel, and final consonant per word are
independent from each other, the word scores can ba predicted from the Ci’ V and
Cf scores. Fig. 2.5.7 plots these predicted scores against the actually found
scores, for the different listeners under different conditions. In general, the
correspondence is excellent, but for the poorer conditions nearly all actually
found word scores are slightly higher than the predicted scores. This means that
phoneme errors are accumulated in words. In other words: once there is a pho-
neme wrong in a word, this raises the chance that a second phoneme in the same
word will be wrong too. This favours the correct word score relative to the pho-
neme score, since for the word scare it makes no difference whether one, two, or
all three phonemes in one ward are wrong.

100 { ) ST R N e T
i // 4
80} I
o | ﬁ? ]
< so} o7 g
8t 4 :
=] § 3 g :
g ..’3’ ] Fig. 2.5.7. Percentage-correct PB-word score
- s Plotted against the product of the percentage-
2 S 7 correct initial-consonant, vowel, and final-
-,’ 7 consonant scores. Every point represents one
Sy e S I M N listene r sig ition.
DU 50 10 B0 80 a0 r under one synthe condition

Crosses represent averages over listeners un—

% correct Ci x corr.V x carr, Cy der the condition indicated.
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The intelligibility results show, and the actual use in practice demonstra-
tes, that this synthesis system is a very appropriate research tool.

2.6. CONCLUDING REMARKS

In this chapter we have described the three tools we will use in studying
vowel coarticulation: analysis, data processing, and synthesis.

The real-time analysis system, based on bandfilter spectra, allows a fast,
automatic, and reproducible way of spectral analysis. The successive 10-msec
samples form the basis of a detailed description of both the average and the dy-
namic spectral variation. Although the one-third octave spectra only represent a
limited spectral resolution, this representation is detailed enough to present
most of the relevant spectral differences within and between vowel phonemes in
different contexts.

The storage of all basic analysis parameters in the computer allows effi-
cient data processing, the most important aspect of which is data reduction. The
principal-components representation of the bandfilter spectra in two or more di-
mensions nicely shows the basic spectral differences between different vowel
phonemes. As we will see in the next chapter, this alsp makes it possible to re-
present the dynamic spectral variation within a vowel segmert as a trace of suc-
cessive 10-msec sample points in the vowel subspace.

The synthesis system, finally, allows regeneration of the word, or any
specific segment in it, for detailed 1istening. And once the vowel segments have
been isolated, it also permits stimulus generation. The vowel-intelligibility
scores given in section 2.5.3 give us confidence that the system is appropriate
for stimulus generation. After all, if in an identification experiment, confu-
sions are made by the subjects,one wants to be sure that these are related to
the experimental condition and are no artefacts of the synthesis system.
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CHAPTER 3
SPECTRAL ANALYSIS OF DUTCH VOWELS IN MONOSYLLABIC WORDS
3.1. INTRODUCTION

In Chapter 2 we have indicated that a bandfilter analysis together with a
dimensional representation of the spectral information is a fast, objective and
reproducible way of representing the relevant spectral differences between vowel
sounds in a neutral context. Now we will apply this approach to study the spec-
tral differences between vowels in different consonant contexts. Different con-
sonant contexts, stresses, tempi, and styles of speech result in coarticulation
and/or vowel reduction. Although all these aspects are important, in the present
investigations attention is focussed on one, relatively simple, condition: the
influence on vowel sounds of preceding and following consonants in isolated,
stressed, monosyllabic words of the type consonant-vowel-consonant, We studied
this influence both on the spectral and the perceptual level. The spectral ana-
lysis did not only result in average spectral information but we also tried to
get some insight into the dynamic spectral characteristics of the vowel sounds.
The results of this study may stimulate subsequent studies in the direction of
non-vowel sonorants, other consonants and consonant clusters, multisyllabic
words, stressed and unstressed words in sentences read aloud and conversational
speech.

The present project can be seen as a natural extension of earlier measure-
ments on average spectral differences between vowels in a context of h{vowel)t,
first for only ten native speakers of Dutch (Plomp et «l., 1967), later for 50
male (Klein et al., 1970; Pols et al., 1973), and 25 female speakers (van Nierop
et al., 1973), including both bandfilter analysis and formant analysis. In those
studies, the vowel sounds were supposed to be stationary with no dynamic charac-
teristics. The perceptual differences between the 100-msec vowel segments of the
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50 male speakers were also studied (Klein et af., 1970), as was the relation be-
tween Lhe perceptual and physical dimensional representations of a well-defined
set of vowel sounds (Pols et ai., 1969; van der Kamp and Pols, 1971). Next we
analyzed a set of 50 C1V02 vards from five speakers (Pols, 1971), later extended
to a list of 270 Cl‘u'C2 words spoken twice by one talker (Pols, 1972). These last
two studies were not specifically concerned with vowels, but were attempts in

the direction of automatic segmentation and Tabelling of the phoneme-1ike statio-
nary segments.

In this chapter we will specify our chasen word material (3.2), give a de-
scription of the spectral analysis of this Tist of Dutch words spoken by three
native male speakers (3.3), discuss the procedure to isolate the vowel segments
by using the synthesizer (3.4), and, finally. give a dimensional spectral repre-
sentation of these vowel segments in paragraphs 3.5 and 3.6. In Chapter 4 experi-
ments are described in which all vowel segments of one speaker were identified
by a group of native 1isteners. The results of these perceptual experiments are
related with the spectral data.

3.2. SPECIFICATION OF THE WORD LIST

In selecting the 1ist of words to be analyzed, we did not want to limit our-
selves too much in advance, so we decided to include in principle all vowels,
all conscnants, and all CY and VC pairs. Furthermore, we preferred to work with
meaningful words in order to assure a more natural pronunciation,

In Duteh there are 18 initial consonants (Ci}’ including the "no initial
consonant" condition (.):

MR Bk d R s Raeeh wd T oemowm o

Two fairly rare consonants, /s/ and {3/, 1.e. the initial consonants in the
Dutch words sjaal and gelei, are not included. The velar fricative /v/ was also
excluded since it can only occur in an intervocalic position. For a discussion
of the /y-X/ opposition in Dutch, see van den Brozcke and van Heuven (1976).

All 18 Ci's had to be combined with the 15 Dutch vowels. These vowels in-
clude 12 monaphthongs and three diphthongs:
fo @ € I e 4 2 0 u e ¢ ¥y el Ay ei/.

This results in a list of 18 x 15 = 270 CiV combinations to which final conso-
nants (Cf) have to be added. Mot all initial consonants can occur as final con-
sonants. In Dutch there are no final voiced stops and fricatives, and /h/ cannot
be final either, but the /n/ is added, resulting in 14 final consonants:

B K FE R NW I v o g ol
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Since there are fewer final than initial consonants, some final consonants

may occur twice or more in combination with the same vowel. @« a & 1 ® 1 ¥ 0 u @ ¢ ¥|al ky e
For certain E1V and ‘u'Cf combinations, several acceptable Dutch words are a- n no» B onm r £ P n s 1 r|k n
vailable. However, it is interesting to note that many perfectly legitimate t 1 k r 1 v n v m t v % tlw s t
words are unique for that civ or ucf combination. As far as we could check, u- k n € W M rY m WM *f A n Bl e a f
nique civ combinations exist in the following Dutch words: purir, tow, kuur, b F T E B ¢ e £ = ¥ vslE E 4
damuw, foot, fat, fut, feut, fee, soos, set, aafe, siler, suit, sein, wul, vuur, d m ¥ n m r £t w kE o k1w om [k
votad, vuil, auur, gek, nu, naw, law, rao, Joel, jeuk, Jees, Juui, jows, f £t oom t . i @ 4 4 t & %l ok U
Juich, jij, wur. Unique UEf combinations in monosyllabic CVC words are two s ¥ 3 L pOF OFfFom o&§ ¢ 3 p 1 %t n
Christian names: Hwub and Guus. The middle part of Table 3.2.1 shows which con- ¥ T B RBw Ot ¥ o B4 o n o slRE R %
sonants, mainly /n/, /w/, and /j/, cannot occur in final position after which " o i e O 8 T YT Y epidae
vowels. Certain combinations of a vowel followed by /j/ are disputable, since z X £t 5 wom k ot onm * Eor e 1 s
these are exclamations (hoj, «7) which can also be seen as combinations with h k B . ® O® F Jev § poE pglE O£ 3
/i/. Many data on the distribution of Dutch phonemes can be found in Cohen et gi. W g i RO T LR OEE OF o &l E oW s
(1961). Our 270 C;VCr word Tist is mainly based on the tables given in that j € . % B o5 8 L T O® g 0w H
book, but we also consulted van de Berg (1969) and van Dale's Dutch dictionary. 1 X £ A de o Eokowm v owmowowllw E o
A small number of C;V combinations does not exist in initial position in v tor m F p £ % £ p X M OWlW W n
meaningful Dutch words: /s¢. nAy, we, wy, ji, .4, sy/. In that situation we m 1 % 4 = T B ¥ m % nl|% 5 N0
used (city) names or two-syllabic words: massewr, Nuis, Weurt, Wuustwezel, jeep, p £ 1 & F W X ¢ m k s w s T
Eufraat, regu, respectively,to explain these civ combinations to the speakers i1 % n n p s k k £ rlt t s
and next asked them to pronounce the appropriate nonsense words: /5¢rs NAYS, wgr,
wWys, jip, #f, sy/. The same holds for certain UCf combinations which do not ex- L ? R N T ?m by,
ist in final position in monosyllabic meaningful Dutch words: /cer, cen, ®f, 1, not w 3 4 & 3 a2 % o v e
oMy IX, ¥X, yn/. We explained these combinations again with resenbling Dutch | Ct ? ; ;P i i
words like: Turk, dunk, wuft, veulen, rewna, jicht, Fuga, “mmm, Apart from the [ :
above-mentioned exceptions, all words are meaningful, although some of them at a | tt t t f p p 6r 3 Kk X s |6t 5t 2t
somewhat. academic Tevel. Some Christian names were also included (Piet, Pien, s 2n s 2s 5r ot ot 5% Tobeotbw 2s ¥
Saul, Guus, Huub, Juul, Jees, Jet). The final word list is given in Table 321y eétra X 3r 2n 2n n m n 250 &r 1 s
in matrix notation. d n T 2n 3 n S 4n
Despite the length of this 1ist of 270 words, it is still a rather incom- 1 r v !
plete one for studying coarticulation in menosyllabic civcf words. The main rea- £ ; b
; . fnd 3 . Table 3.2.1. List of the 270 CVC words, represented in the form of a
son s that the 1list does not include any repetitions of civ combinations and (18 x 15) matrix. The rows specify the initial consonants, the columns
only & few repetitions of some VC, combinations. Moreover, the C;-C¢ combinations specify the wapelay and theac?ll_valuesw;?:;ifg Egz finais:ggi2“?§gzi
per vowel are arbitrary and incomplete. A systematic study of right-to-left and zgﬁsﬁigﬂii E:E;daiozhzetizi; iﬂdiﬁigiiati;n wﬁth that vﬁwel. Since
left-to-right coarticulation is not possible (Ohde and Sharf, 1975). Only a few there are 18 positions per vowel and only |4, or fewer, final conso-~
s e nants, some final consonants were used more than once. This is indi-
symmetrical consonant combinations are present. However, the 1ist satisfies our F

cated in the lower part of the table.
main aim: to study whether the dimensional spectral representation 1is detailed

enough to describe coarticulation effects.
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3,3, SPECTRAL ANALYSIS OF THE WORDS SPOKEN BY THREE SPEAKERS

The 270 words were spoken by three native speakers of Dutch, in different
orders, fn a silent room, and were recorded on tape. The signal of a throat mi-

speaker
total
1 2 3
total number of 10-msec samples 14111 12378 10853
total variance in de 1745.6 1988.4 1579.1
variance explained by the first eigenvec-
tor in % 85.1 63.6 53.9
number of group-1 samples (non-sonorants) 3293 2796 3007
variance of group-1 samples in dB® 745.3  558.9  1014.2
number of group-2 samples (sonorants) 10818 9582 7846
variance of group-2 samples in d52 1173.1 1385.2 B874.3
explained variance by successive factors
of group 2 in % 1 40.9 48.5 37.9
2 23.7 23.2 26.4
3 11.3 9.8 9.2
4 8.1 5.2 6.9
5 5.3 4.0 5.3
6 238 1.8 3.0
7 1.8 145 T
number of vowel samples 3721 3229 3332 10282
total variance in de 951.5 867.0 763.9 | 1032.5
explained variance by successive factors
of the vowel subspace in % 1 40.3 42.0 40.6 37.1
2 33.0 33.8 30,5 30.1
3 8.3 7l 9.6 11.4
) 5.7 4.4 4.8 6.0
5 3.2 3.1 3.8 4.5
6 2.4 2.4 2.6 2.8
7 1.4 175 1.6 1.8

Table 3.3.1. Number of samples in the different groups and the related
total variances, as well as the variances explained by the different
sets of new dimensions for each of the three speakers individually, Un-
der the heading "total", this information is given for the vowel space
for the three speakers combined.
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crophone was recorded simultaneously on the second track of the tape to be used

later for pitch information. To have some running speech, each speaker also read
the story of the north wind and the sun in Dutch (IPA, 1967). The data per spea-
ker were processed separately, and enly combined after segmentation of the vowel
segments.

The recordings of the utterances per speaker were analyred with the analysis
system described in paragraph 2.2, The trigger level was chosen some 40 dB below
the loudest passages in the recording and well above the tape noise. Pauses
shorter than 250 msec, were supposed to be part of the word. The raw data per
10-msec sample were stored on disk, and copied on DEC-tape, for later data
processing. The level-normalized samples were used to determine the covariance
matrix.

The number of samples and the total varfance are given in the first two rows
of Table 3.3.1. A principal-components analysis on the covariance matrix per
speaker resulted in a first eigenvector which explained for each speaker more
than 50% of the total variance; see the third row. These first eigenvectors for
all three speakers are represented in Fig. 3.3.1. As was said befare (pag. 54),
the coordinate value along this dimension is very efficient as information addi-
tional to the number of zero crossings (ZCC), for Tabelling every sample as
group 1 (unvoiced, mainly non-sanarants), or group 2 (voiced, mainly sonorants).
If ZCC < 10, or ZCC » 15, the sample gets the group code 2, or 1, respectively.
Only if 10 ¢ ZCC < 15, the coordinate value along the first dimension is deci-
sive; in such a way that if this value is smaller than 50, the sample gets group
code 1, otherwise 2. This shows that the time-consuming derivation of the group
code from the coordinate value aleng the first dimension is only used if the num-
ber of zero crossings is not a clear enough indication for the group code. This

, F— (D SN ERCES MW DD TSR S R SR PNl Sl g mpmeEmm
ik speaker
|

-2
O -

0

direction cosine

02t NN 4
- -

-0k p

L I} L I} i i s 1 1 1 1 a '} 1 1 1 AL
122 307 500 800 1250 2000 3150 S000 8000Hz

215 400 B30 1000 1600 2500 4000 G300
Fig. 3.3.1. Direction cosines of the first eigenvector for the data
points representing all 10-msec samples of the 270 CVC words per
gpeaker.
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operational group definition was thoroughly tested and appeared to work reliably
for almost all cases.

There are two reasons why every sample was labelled as 1 or 2:
= 1t makes it possible to determine two different subspaces for the group-1 and

group-2 samples;
= for resynthesis, the group label is used as an unvoiced/voiced label.
Subsequently, separate covariance matrices for the group-1 samples and the group-
2 samples were determined. Rows 4-7 of Tahle 3.3.1 give the total variance and
the number of samples for both data sets. Next we determined the first seven ei-
genvalues and eigenvectors of both covariance matrices. The middle part of Table
3.3.1 gives the percentage of variance explained per new dimension for the group-
2 data.

The group-2 space is for the present study the more interesting of the two
because its samples include the vowel sounds, By using, for instance, the first
two group=2 eigenvectors, we can represent the voiced part of a word as a series
of successive sample points in a plane. The unvoiced part of the word, if
present, is not represented in such a plane; but if we wish, it can be represen-
ted in a group-1 plane. The display in the group-2 plane was used to define the
vowel segments in the successive words.

For every sample of the 270 words, the seven coordinate values in the group-
L, or group-2, space were stored on disk together with the original data. A
smoothed pitch contour per word was calculated by averaging some neighbouring
values., In addition, the missing pitch information, on the basis of continuity
constraints,was filled in for the few group-2 samples which failed to have pitch
information. This correction of the original pitch information was also stored
on disk. Together with the group code, this finally resulted in 30 num-
bers per 10-msec sample which were stored on disk in fifteen 18-bit words in a
‘packed" form. This packing is possible because most numbers can be described as
integers in 9 bits or Tess. The 30 numbers are: two overall levels, number of
zero crossings, 17 filter levels, pitch information, correction of this pitch in-
formation for a smoothed pitch contour, seven coordinate values in the 7-dimen-
sional subspace for group 1, or group 2, and the group code of this sample. Once
all these data are stored, they can be used again and again for data processing,
displays, or resyntﬁesis.

By means of the synthesis system, described in section 2.5.1, (parts of) the
words could be resynthesized in any order. The voiced/unvoiced control is dicta-
ted by the group code, but can be overruled if necessary. One can listen to
(part of) the word repeatedly, and by changing the clock of the synthesizer
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(normally 10 msec), the utterance can also be stretched out for closer listening.
A11 these features can be used, together with a numerical display of the original
data, or a trace display on a CRT screen of the word in a subplane, to isolate
the vowel segment of the word. The next paragraph gives the details of this seg-
mentation procedure.

3.4, ISOLATION OF VOWEL SEGMENTS IN THE WORDS

The purpose of segmentation is to isolate the vowel parts from the words in
order to study the spectral characteristics. We first of all studied the uverags
spectral vowel characteristics. This means that we isolated the vowel segment as
well as possible and, next, determined the average spectral information of that
segment in order to see whether there was any systematic influence of the conso-
nant context. These vowel segments were also presented to subjects in an identi-
fication experiment, see Chapter 4. It became clear quite soon that the average
characteristics are often insufficient to explain the results of the perceptual
experiments and that the dynamic spectral variation within the vowel segment is
often more important than the average spectral information. The spectral analy-
sis occurring every 10 msec allows such a detailed description.

We did not succeed in developing a purely objective and automatic segmenta-
tion procedure. The segmentation algorithm only gave an indication of the possi-
ble vowel segments. By changing the segment boundaries and subsequently listen-
ing to the synthesized vowel part and studying the word trace, a final decision
was made by the experimenter about the sample numbers which define the segment.

The segmentation algorithm first traced the group-2 sample in the word with
the highest linear level, which for our data was always in the vowel part. From
that sample on, the word was scanned to the left and to the right until a group-1
sample, or a word pause, or the beginning or the end of the word was encountered.
If the spectral distance between two successive group-2 samples was larger than
12 dB, this was also supposed io be a segment boundary. The preliminary vowel
segment fouﬁd in this way was displayed on a CRT screen as a more intense part
of the word trace in the two-dimensional group-2 space. Then the whole resynthe-
sized word was made audible, as well as this isclated segment. Two other sample
numbers could be typed in to modify the segment. Also, the push buttons of the
display control could be used to step through the word, sample by sample. In
this way the beginning, and/or the end, of the segment could be changed systema-
tically under visual and auditory control. That part of the word which clearly
sounded 1ike the intended vowel, containing no audibly different vocalic or
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Fig. 3.4.1. Examples of word traces represented in the group-2 subspace
of speaker 1. The group=-2 samples of the words /lee s/, fwuf/, and /iip/
are represented as labelled points and are connecred te form traces.
Those parts of the traces drawn as solid lines were chosen as the vowel
segmenls from these words. For reference, the average vowel positions
for this speaker are also given,

consonantal components, was ultimately defined as the vowe] segment. This could
alsa be checked by Tistening to the removed parts of the word. In case of uncer-
tainty as to whether any trace of surrounding sounds was audible, a shorter vow-
el was favoured.

When the experimenter was satisfied, he typed in the name of the word, which
name then was stored in a "library", together with the starting address of that
word on the disk, and the initial and final sample numbers of the selected vowel
segment.

Fig, 3.4.1 gives, as an example, the positions of the group-2 samples in the
words /lees/, /wuf/, and /jip/. The vowe) segments which were finally chosen are
represented as solid Tines. For general orientation the average vawel positions
for this speaker are also given.

To summarize the procedure, we see that segmentation has been based on three
types of information:

- Tooking at the number display of the raw data;
- looking at the display of the word trace in a group-2 subspace;
- listening to the resynthesized word and vowel segment.

Since this segmentation procedure is not completely objective, an extra

control step was included, by presenting all words and vowel segments to a col-
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league who independently gave his opinion about the segmentation. In the few ca-
ses of disagreement, a compromise was made.

Once the segmentation is completed,all vowel segments can be made visible
and/or audible in any order just by scanning the library in a predefined way.
For instance %A % gives all /a/ segments, %0Ex all /u/ segments, ###R all vowel
segments of words which end on an /v/, etc.

3.5. DIMENSIONAL SPECTRAL REPRESENTATION OF THE VOWEL SEGMENTS

3.5.1. Vowel subspace

In the segmentation procedure described in the preceding paragraph. for each
speaker an individual group-2 subspace was used as the optimal subspace. As we
now have isolated all wvowel segments of the three speakers, we can next
define one wowel subspace. The individual group-2 subspaces had been based on
all group-2 samples including not just vowsls, but also nasals, liguids, glides,
and vocal murmurs. One should remember that it had been relatively easy to label
every sample 1 or 2; however, it would have been far mare difficult to label ev-
ery sample "vowel" or "non-vowel". After having isolated all vowel segments, we
next determined a covariance matrix on the basis of the samplesof all these vow-
el segments from the three speakers. The Tower part of Table 3.3.1 gives the num-
ber of samples and the total variance. Again the first seven eigenvalues and ei-
genvectors were determined through a principal-components analysis of this covar-
iance matrix. The percentages of explained variance are also given in the table.

The first two dimensions together explain €7.2% of the total variance. The
direction cosines of the first five eigenvectors were represented in Fig. 2.3.3
and Fig. 2.3.5.

The first two eigenvectors found by this straightforward principal-components
analysis show a remarkable correspondence with a pair of eigenvectors found ear-
lier (Pols e al., 1973), even without an allowable rotation. Those eigenvectors
defined a plane in which the 12 Dutch vowels from 50 male speakers were best i-
dentified on the basis of maximum-Tikelihood regiens. Furthermore, this plane
was rotated in such a way that there was an optimal match between the average
vowal points in this plane and in the log Fi-Tog FE plane. The direction cosines
of both sets of eigenvectors are plotted in Fig. 3.5.1. The only difference is
that in this diagram the order of both eigenvectors from the earlier study has
been reversed.

We have also tested how specific or how general the eigenvectors of this vow-
el subspace are. One must consider the possibility that they are optimal only

8l



direction cosine

present study
v === Pals et ol (1973)

A L L L L L A il 1 L L A 1 1 1 A
122307 500800 1250 2000 3150 5000 BO0OMz

215 40D 630 1000 1600 2500 4000 B300D
Fig. 3.5.1. Direction cosines of the eigenvectors of the first two di-
mensions of the subspace determined by the 270 vowel segments of three
speakers. The dashed curves are from an earlier study (Pols et al.,
1973) based on the constant vowel parts in a neutral context uttered
by 50 male speakers.

for the present vowel segment data in which, for instance, the Tong vowels have
more influence than the short vowels because of their greater number of samples.
We repeated the calculation of the eigenvectofs on the basis of the average seg-
ment positions only, in that way excluding duration effects. The resulting ei-
genvector base was practically the same as the original one. So, it seems ap-
propriate to conclude that the present eigenvector base specifies a general vow-
el subspace.
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Fig. 3.5.2. Representation of the average vowel positions per speaker
in the two-dimensional vowsl subspace. The open points have been obtai-

ned by averaging the coordinate values of all samples in the 18 segments

per vowel. The filled points represent the overall average positions per
apeaker., '
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3.5.2. Average vowel positions

After having defined the eigenvector base, we can now investigate how the
actual level-normalized vowel spectra are represented in this space. Fig. 3.5.2
gives a representation of the average vowel positions per speaker in the two-di-
mensional vowel subspace. These average positions have been obtained by averag-
ing per vowel the coordinate values of all samples in the 18 segments. The vowel
triangle /{—u-a/ is easily recognized for all three speakers, although there are
large individual differences. These differences stem largely from overall spea-
ker-dependent characteristics. As was already discussed in section 2.3.2, we can
apply a simple speaker-dependent correction by centring the data; this means
that the average spectrum per speaker (see Fig. 3.5.3) is subtracted from all
his 10-msec spectra. This correction is applied before data reduction. One ar-
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Fig. 3.5.3. Average one-third octave vowel spectra for the three spea—
kers. The levels in the bandfilters are represented relative to the aver-

all level.
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Fig. 3.5.4. Similar to Fig. 3.5.2, but now the average centred vowel
positions per speaker are represented. The analogy with the FI-—F2 re-
presentation is indicated by the two arrows.
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Fig. 3.5.5. Average centred vowel positions per speaker in the plane of
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Since the vowel segments were not defined for this purpose, these numbers have ’ : | . ) 3 . y
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Nevertheless, the average durations of the vowel segments per speaker, given in Fig. 3.5.6. Average durations of the vowel segments per speaker. The

K dashed line separates diphthongs and long vowals from short vowels.
Fig. 3.5.6, clearly separate the diphthongs plus the Tong vowels /a/, /e/, /o/,
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Fig. 3.5.7. Average centred positions of all individual vowel segments
from speaker | in the two-dimensional vowel subspace. In order to spe-
cify the consonant context in which every vowel occurred, the average
positions of the vowel segments are indicated by the names of the CVC
words. Also the overall average vowel positions are given. The differ-
ent vowel regions are separated by straight lines, which have been
drawn by eye and only serve an easy search for specific words. If a
vowel occurred more than twice in a final-/r/ context, those words are
encircled. Vowel segments which were often misidentified in a subsequent
identification experiment are underlined (see p. 115).

and /¢/ from the short vowels /a/. /e/, /1/, [i/, /3/, fu/, and foe/ with per-
haps some ambiguity about the /y/. For a detailed study of vowel duration in
Dutch, see Nooteboom (1972).

3.5.4. Average positions of the vowel segments
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Fig. 3.5.4 only gave the average vowel positions per speaker; Figs. 3.5.7,
3.5.8, and 3.5.9 give the average centred positions of all the individual vowel
segments for each of the three speakers.[?ecause in this chapter, and in the next
one, I will often refer to Fig. 3.5.7, this diagram is also enclosed as a sepa-
rate figure inside the back coverJ The different vowel regions are separated
by straight lines. These Tines have been drawn by eye and only serve an easy
search for specific words; they have no statistical significance in contrast
with the equal-probability Tines used earlier (Klein et al., 1970).

We used the positions averaged over the whole available dynamic pattern of
the vowel segments, and not the middle and/cr the outer positions of the vowel
segments as done by most researchers (see section 1.3.3). This choice was made
in order to get a single measure which is more stable than one or two values at

13'/
-30 206 @ 10 20 30 0 _
_I - I I T I
I R 3 speaker 2
i e
“ wil iz
N T /
30F. E{j ”,_. ik by s)r@@@,y et 30
¥ “‘H-_P [ ! @.@ ([ //
22 & v ow / g 7"
20+ ®n':" 2 Wy g s 124 ¥ L . :rr_'/
'@e " N 1 W g Fy i /@ MR —120
kIn . X e ,—I
; e g % B o w ,/ I ﬁ/@,ﬁf &,
PR ey g zem s / et - PE'A‘@
in 3 ~|l;s L / aut 7 _‘ﬁ
10k L e & @ i > IS - d10
Hy o gt e Jr"fﬂ e / ) B S g &
gp o ters 7/ o ol
ity 4 j&,’- // "efn p
s i £ z
o ),-’ &( ? g Ly ;. .-’/ y J» o
g '},,-’v*_ o sfffce{’“m ol gy G a7 0
H“H_"H-.,_ T ' Iﬂé
je “-{\ %'ﬂ z/ G rat
—— tar
S z =
-10r- t ,r/ - e —10
0 “J’ﬁ ,ﬂm m\\)‘ 74 4 il
x5 el fit = v, M5 dam
wyr 4 !.1
/ a# .
20k e ANy M 20
7 G A, ﬁ;ﬁ { on o
H B @ %e e
\
30 L L = 1 i 1 1 20
-30 =20 -10 0 10 20 30 01

Fig. 3.5.8. Similar to Fig. 3.5.7, but now for speaker 2.
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Fig. 3.5.9. Similar to Fig. 3.5.7, but now for speaker 3.

specific points in the utterance. Especially the information at the outer points
strongly depends upon the choice of the position of the segment boundaries.
Moreover, the definition of one middle position is quite arbitrary: it certainly
is not always the point closest to the vowel target (Stevens et al., 1965).
Quite often one formant measurement is done at the most stationary part or the
steady-state part in the vowel segment (Lehiste and Peterson, 1961; Ohde and
Sharf, 1975: Earle and Pfeifer, 1975), or in the middle of the vowel segment
(Stevens and House, 1963; Bond, 1976a), or at a point in time where the first
derivative equals zere (Lindblom, 1963). However, all these procedures used hu-
man interpretation for smoothing the data, and/or curve fitting. Since we had
already defined relatively short durations for our vowel segments (p. 80) it
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cseemed to be better to use the average spectral information aver the whole vowel
segment. This information is perhaps best comparable with that at the midway or

steady-state position in other studies. Apart from this average spectral informa-
tion, the dynamic spectral variation over the whole segment is stil]l available
for a more detailed Took. We will use this dynamic information when discussing
the spectral representation of the diphthongs (2.6) and the identification re-

sults (4.3)

in more detail,

It is of interest to know how well the vowels can be recognized on the basis
of only the average positions of the vowel segments in the two-dimensional vowel
subspace. For that purpose we calculated for the average position of all vowel
segments the Euclidean distances between those points and the 12 average vowel
positions for the same speaker. A vowel was supposed to be correctly classified

number of errors

=
'é response speaker
:‘;': total
o a £ I.e i 2,0 U e,? ¥ 1 2 3
o (43/42| B/9 3/3 6/5 | 4/6 | 1/1 (11712
1/6 |53/48 0/0 | 1/6 | O/D | 1/6
= 0/1 |54/50 0/3 o/1 | 0/1 | of2 | 0/4
1 39/46] 0/1 a5 o1 | 4 | |22 | 4
e | 54/61| 0/2 o/1 | of1 | 0/0 | O/2 | 0/3
i | 2/1 |52/51 0/2 | 0/0 | 1/1 | 1/2 | 2/3
3| 3/4 50/47| 0/3 1/0 2/4 | 1/0 | 1/3 | 477
o | 2/0 51/41] 1/11 0/2 277 | 145 | b1 | 3713
u 7/8 |45/43| 2/2 o/L | 7/7 | 2/2 | 9/10
® 2/5 0/1 52/48 1/4 | 1/2 | 0/0 | .2/6
] 4/8 50/56 0/1 | 0/2 | 4/5 | 4/8
y 0/4 1/5 2/2 |51/41| 1/4 | 0/0 | 2/7 | 3/11
Total number of errvors|13/32(17/31113/27|43/90
% correct 17 dim|94.0 (92.1 [94.0 |93.4
% correct 2 dim|85.2 |85.56 (87.5 |86.1

Table 3.5.2. Confusion matrix, accumulated over the data of the three
speakers. Identification is based on shortest distance to the average
vowel positiens per speaker in the original 17-dimensional space (left
numbers), and in the two-dimensional subspace (right numbera). Overall
number of errors per vowel and per speaker are also given, as well as
the total number of errors and the total percentage-correct scores.
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if the distance to the corresponding average vowel position was the shortest of
all twelve distances. Confusions between /I-e/, /J-o/, and /o -0/ ware not count-
ed, since durational infarmation was not taken into consideration. The "confu-
sion" matrix obtained in this way, accumulated over the three speakers, is given
in Table 3.5.2. The overall correct score is 86.1%. Confusions based on the dis-
tances in the original 17-dimensional space are also given; the correct score
then rises to 93.4%. Some impravement may be expected by using, instead of the
shortest-distance concept, maximum 1ikelihoods.Especially for those vowels, like
Ju/. for which the points scatter in one specific direction, and not uniformly
in all directions, this could give a major improvement. However, the number of
data per vowel is rather limited and an independent test set is not available.
For comparison, we may mention that the correct score for average positions of
vowel segments from a fixed context of h(vowel}t, from 50 different male spea-
kers, represented in a two-dimensional vowel subspace, was 88.0% (Klein 2¢ al.,
1970). This score rose to 87.7% when it was based on maximum 1ikelihoods and
speaker-normalized data in six dimensions. Although the data sets are not di-
rectly comparable, and the score calculations are not the same, one gets the im-
pression that one speaker in different contexts causes at Teast as much varia-
tion as, but probably more variation than, different speakers 1in a fixed con-
text,after speaker normalization.

3.5.5. Vowel-coarticulation effects

In the preceding sections we have described how we derived the vowel sub-
space, the average vowel positions in this subspace, and the average position of
each vowel segment. In this section we should Tike to see how the positions of
these vowel segments vary with context. and whether there is some systematic ef-
fect related to the vowels, and/or the consonant environment.

Figs. 3.5.7 to 3.5.9 show that there is indeed considerable variation be-
tween the different average positions of the segments per vowel. The total vari-
ation can be represented by the spread o, equal to the sgquare root of the vari-
ance, per dimension per vowel. Fig. 3.5.10 gives these o's for the three speak-
ers for the first three dimensions.

One must realize that these values do not just represent the spread in the
18 average positions of the segments per vowel, plotted in Figs. 3.5.7 to
3.5.9, but also include the spread of the individual samples per vowel segment.
Therefore, a small o means that both the variation within the samples of all 18
segments, as well as the variation between the average positions of the segments,
is small for that vowel. If we Took at the total o in the first two dimensions
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{ u12+u112 ) we see that for all three speakers this ¢ is small for vowel /a/,

for speaker 1 also for /i/ and /y/, for speaker 3 also for fee/. The vowels /a/,
/3, fo/y and fu/, and of course also the diphthongs, have a relatively Targe

¢ for all three speakers. The third dimension does not give much specific in-
formation.

As was said above, the total spread is built up from two sources. These two
values, and the total spread, which is the same as the one represented in Fig.
3.5.10, are given per vowel in Figs. 3.5.11 to 3.5.13, for the three speakers,
respectively. One source is the spread in the 18 average positions of the seg-
ments per vowel. This spread is always smalier than the total ¢, the more so for
vowels which show a Targe variation in the segments themselves. This second
source, the actual spread within the segment traces per vowel, can be calculated
by app1yin§ some sort of vowel normalization (it is not simply equal to the dif-
ference between total variance and variance between averages, because the number
of samples per segment is not equal): the differences between the average posi-
tions of the different segments per vowel are eliminated by translating all seg-
ment traces in the vowel subspace in such a way that these average positions co-
incide. One could call the result the "pooled segments". The variance in these
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Fig. 3.5.11. The total spread o for
all points per vowel, per dimension,
split up into twe sources, namely
the spread in only the average po-
gitions of the segments, and the
spread in the "pooled segment" po-
sitiona. The figure represents the
data of speaker 1.

Fig. 3.5.12. Similar to Fig. 3.5.11,
but now for speaker 2.

T P T T L T T T T Ll T T T
Bk speaker 3 o
T F « i " ow ' . -
m L] s o -
A S R P C TN e e B ]
T ¥ v ¥ o g g ¢ :
0 i i 1 1 1 L ' L 1 1 1 L L] L A1

=
4

a
8 . 0 » ¢ * 9
% IS x .
v
" B i g -
33 v ® vg“
. o
D S St GRS ST e S AT TN e S S| S -
0ace]ei2ouccegyoaueay
1
3F . — ? 2 i 4
Gl_° . a @ - ]
4 v v S : > 8 s ' g
- ﬂ:van ‘Evv F] E
0 e S B I I (R e o |

Ll S ey |
ga el el d2o0uegyoaouein

3 Fig. 3.5.13. Similar to Fig. 3.5.11,
+ allpoinfs; o only average;  « all pooled but now for speaker 3.

pooled sample points per vowel is then equal to the variance within the seaments
only. The square root of this variance is the spread o, represented in Figs.
3.5.11 to 3.5.13 by triangles. For vowel scunds with strong spectral variations
within the segments this o will be large. This effect is strongest for the three
diphthongs /au, ei, Ay/, although for the latter two diphthongs the variation is
mainly along the second dimension. The diphthongs are discussed in more detail
in paragraph 3.6. The next largest segment variation is in the vowels /e, o, ¢/,
again along the second dimension. This variation would have been even larger if
the durations of these isolated segments had been made Tonger. In that case the
diphthong-1like nature of these three Dutch vowels, which could be phonetically
transcribed as /Ii/, /Ju/, and / ®y/, respectively, would have been even more
pronounced.

Large spectral variation is not simply related to duration of the vowel,
since the Tong vowel /a/ has very little spectral variation both within and be-
tween the different vowel segments.

Not just /a/, but also /e, I, i/ show relatively little variation, represen-
ting, as they do, stable vowels with Tittle coarticulation. The same can be said
of /e, y/, but not for all three speakers. The variation in the average vowel
positions of speaker 1 is largest for /e, J, 0, u/.
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Ohde and Sharf (1975) found greater coarticulatory effects on /u/ than on
[/, which is not contradictory to our findings. Stevens and House (1963) arri-
ved at the same result by Tooking at the standard deviations of F1 and F2 of all
vowels in all different contexts. The standard deviation of F. did not change
markedly from one vowel to another. However, the standard deviation of F2 was
greatest for the rounded vowels /u/ and /u/, and smallest for the vowels /i/,
fe/, and /faf.

Because of the relatively large segment variations for the vowels /e, 0, ¢/
we looked in somewhat more detail at the individual segments of these vowels. Ap-
parently the data could be split up into two subsets which behaved differently.
The underlying parameter was the presence or ahsence of /r/ as the final conso-
nant. Almost all average positions of the /-er/, /-or/, and /-¢r/ segments have
extreme positions relative to the other segments; see the encircled positions in
Figs. 3.5.7 to 3.5.9. This effect could become manifest because /r/ quite often
occurred in the word 1ist as final consonant for the vowels /e, a, &/. /fa, 1, ¥/
also have a number of segments with final /r/, but, for these vowels the varia-
tion in the average positions of the segments is much smaller, the deviating po-
sitions for /-ar/, /=ir/, /-yr/ being somewhat Tess pronounced.

Fig. 3.5.14 illustrates this "s—effect” for speaker 1. His vowel segment-po-
sitions, given in Fig. 3.5.7, have been split up inte non-/-r/- and /-r/-seg-
ments. The positions averaged over these two groups of segments are indicated per
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Fig. 3.5.14. Tllustration of the r-effect for speaker 1. The circles re-
present the average vowel positions for those segments which were iso-
lated from contexts without a final /r/. The numbers, on the other hand,
represent the segments with final /r/. The numbers themselves indicate
how many segments were available to determine these average positions.
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vewel. The circles represent the non-/-r/ average vowel positions and the num-
bers the /-r/ average vowel positions. The numbers themselves indicate how many
/-r/-segments were available to determine this average position. The stable
parts of the /-r/-vowel segments for /fe/, /of, and /4/ clearly have a tendency
to take extreme vowel positions, away from the neutral vowel. For speaker 1 this
tendency is less pronounced for the vowels /i/ and /y/, but the other two spea-
kers show the effect clearly, also for these two vowels, see Figs. 3.5.8 and
3.5.9. The final /r/ has hardly any influence on the position of the stable part
of the vowel /a/. Although for the other vowels the number of words with an /r/
was too small to give reliable results, the effect of /r/ on fu/ and /J/ also
appears to be consistent for all three speakers.

The tendency of the stable vowel parts, segmented from Clvr vwords, to take
extreme vowel positions has, up to now., only been illustrated in the two-dimen-
sional vowel subspace. Although, statistically, this plane represents most of
the variation in the data, it is wise to test now and then if not too much spe-
cific information is Tost by the reduction from 17 to two dimensions. For that
purpose we calculated for the average positions of a1l vowel segments the dis-
tances between those points and the 12 average vowel positions, not only in two
dimensions but also in the original 17 dimensions. The distances in two dimen-
sjons give in numbers what was already visible in the two-dimensional spectral
representation of Fig. 3.5.7. The distances in 17 dimensions can tell us,
for the original data, how every segment is positioned relative to the average
vowel positions. Without any doubt, the so-called r-effect is also present in
the original 17-dimensional representation. This means that in 17 dimensions,
too, the vowel segments from the /-r/-context do have extreme positions relative
to the same vowel segments in other contexts.

Table 3.5.3 is an illustration of this effect for the vowel /e/: all /[-r/-
seqments have shorter distances to the /i/, which means more extreme positions,
than all non-/-r/-segments. Results for /o/ and /¢/ are similar.

For the two subsets of /e, o, %/ segments, namely those originating from
words with and without final /r/, the average segment traces were determined.
These patterns are represented in Fig. 3.5.15. That the /-r/-segments are indeed
very stable is nicely illustrated here. This. stability is not just apparent for
the average segments, but it is equally present in the individual segments; this
can be seen from the o's given in Table 3.5.4 for the /-er/-segments. For other
vowels these o's are similarly small.

The much Targer variation in the non-/-r/-segments (thick lines in Fig.
3.5.15) shows that these vowels are of a diphthong-1ike nature. In the next
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Table 3.5.3. Distances between the
average positions of the segments
of the indicated words and the over
all average vowel position of

/I, &, i/. Distances are given both
in the |7-dimensional and the two-—
dimensional space. Words with and
without final /r/ are grouped to-
gether. For the first group of sepg—
ments, the distance to fif is al-
ways shorter than for the second
group of segments.

Fig. 3.5.15. Average traces for all
linearly time-normalized [e/, [o/,
and /¢/ segments which were isola-
ted from contexts without a final-
/r/. The clustered traces (thin
lines), on the other hand, repre-
sent averages of the stable seg-
ments isolated from the final-/r/
contexts, The data are from speaker
1. The overall average vowel posi-
tions are also indicated.

word | nr of samples ay oy
per 22 2.2 | 2.6
ter 18 1.9 L.7
ker 18 1.5 | 2.4
der 15 07 S 1P
her 15 1.8 | 2.4
ner 18 4.0 | 1.3

Table 3.5.4. Variation in the initial stable parts of the vowel seg-
ments isolated from /-er/ words. The variation is expressed in the
spread ¢ along the first and second dimensions in the wvowel subspace.

chapter we will see that this also influences identification.

In the ]fterature, one finds little information about the r-effect. In a re-
cent article, Kameny (1875) gives the positions of retroflexed and nonretroflex-
ed American-English vowels in the formant space. However, the formant measure-
ment was only done at one point in the vowel. Furthermore, the individual differ-
ences were quite Targe. Kameny gives suggestions for constructing a retroflexed
vowel space from a nonretroflexed vowel space, but as long as dynamic vowel be-
haviour is not taken into account, this does not make much sense. Koopmans
(1969) qualitatively described the Dutch vowels followed by /r/ as having the
characteristics of being longer, and being fairly constant in quality until a
change to the neutral vowel /3/ begins. In our original segmentation procedure
we did not include this change to /3/ in the vowel segments followed by /r/.
What then remained was a stable representation of the vowel which happened to be
quite extreme, see Fig, 3.5.14.

In order to get a better idea of what actually happens in the complete .vowel
segments with a final /r/, we now looked at the spectral pattern of the total
vowel segments. As was said before, the vowel segnents isolated originally in
these words with final /r/ only contained the initial stable part of the vowel.
These vowel parts of the /-er/ words are represented as circles in Fig, 3.5.16.
The "tails" attached to these circles represent the successive samples, follow-
ing the initial stable part, until the rattle of the /r/ is reached in the word,
A1l /=er/ words reveal a similar characteristic pattern. By using a linear time
normalization to the average number of 15 samples per "tail", and an averaging
of these traces, we get the /-er/ average trace plotted in Fig. 3.5.17. In the
same way the dynamic traces for the vowels /i, y. ¢, a, 0o/ were processed, re-
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Fig. 3.5.16. Representation of the
complete wowel traces from /-er/ words
of speaker 1. The originally isolated
stable vowel segments in these words
3 are represented by circles; they are
the same as the encircled f-er/ posi-
tions in Fig. 3.5.7. The successive
samples, following these initial sta-
ble parts represent the rest of the
jp total vowel segment antil the rattle
of the /r/ is reached.

Fig. 3.5.17. Average vowel traces for
the f-ar/, [-ex/, [-iz/, [-or/, /-¢r/,
and /~yr/ words of speakar |. Average
traces are achieved after a linear
time normalization of the individual
samples to a number of 15, For refe-
rence, the overall average vowel posi-

1 s 1 L . tions and the /oe-4/ region from Fig.
-0 -20 -0 0 10 20 30 1 40 3.5.7 are a2lso indicated.

sulting in the other average traces in this figure. The number of words for the
remaining vowels was too small to do the same. The traces show that the descrip-
tion given by Koopmans (1969), in terms of a stationary vowel part followed by a
change to the /3/, is too simple for this speaker. The first part is indeed sta-
tionary but at an extreme vowel position, and with a duration of about 160 msec
for /i. e, ¢, o/; /a/ is somewhat Tonger, and /y/ somewhat shorter, see Table
3.5.1. Then, quite abruptly, a spectral change starts in the direction of some-
thing T1ike an "/r/=locus". This is not simply a movement to /a3/ but goes for /i/
via /1/ and /e/; for /e/ via /e/; for /¢/ via fee/; for fo/ via /3/; and for /a/
in the direction of /a/. This is necessarily a speaker-specific description re-
lated to the speaking habits of the speaker. The patterns for speaker 2 are very
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Fig, 3.5.18. Similar to Fig: 3i5.17,
but now for speaker 3.
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similar to those given in Fig. 3.5.17. However, the patterns for speaker 3 are
quite different, see Fig. 3.5.18. He has no clear tongue-tip or rattle /r/ but
he uses the back of his tongue. His traces are more like the stylized ones given
by Koopmans (1968), namely all directly pointing to the central /m /.

It is not possible to study the dynamic spectral effect of other preceding
or following consonants on the vowels in a similarly systematic way as with the
vowels followed by /r/, because not enocugh replications are available in this
study.

Therefore, we only want to point cut here some possible coarticulation ef-
fects which are suggested by the data. but which have to be tested in greater de-
tail. For all three speakers, the /fu/'s from /tut/, /zut/, and /sus/ have a cen-
tralized position. This is in agreement with a higher F, found by Stevens and
House (1963) midway in the /u/ for symmetric contexts of postdentals /t. z. s/.
For all three speakers, the /)/ segment from /tdr/ has a position more similar
to /a/, which may very well be the r-effect again. The /o/ from /mal/ has a po-
sition close to /3/. The influence of final liquids and glides seems in general
to be large, see for instance also /y/ from /ryw/, and /e/ from /fel/. This evi-
dently also depends on the chosen vowel boundary. The nasals also seem to have a
strong effect on the average vowel positions, see for instance /mu/, /meem/,
/myn/; this effect will be much stronger in running speech, where vowels can ac-
tually become nasalized.

Because of the extensive statistical study on formant trajectories for the
vowel /I/ in CVC syllables by Broad and Fertig (1970), we have also studied in
some more detail our data concerning this vowel. The average number of samples
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Fig, 3.5.19. Variation as a function
of sample number along the first di-
mension of the vowel subspace, of the
18 different /I/ segments. The initial
and final consonants surrounding each
vowel segment are indicated., A1l indi-

T vidual segments are linearly time-nor-
qn??h—-”"-“—#-\ﬁ - 9 malized to a number of eight samples.
In each graph, the overall average var-
; T ey iation in the /1/ segments is also drawn
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in our isolated /I/-segments is eight. Therefore, we time-normalized in a Tinear
way all these segments to eight samples for easier comparison. Fig. 3.5.19 gives
the spectral variation over these samples, in terms of the coordinate value a-
long the first dimension, for the various cansonantal contexts. The average
spectral variation is always drawn in for reference. This first dimension can
roughly be interpreted as Fo (compare Fig. 3.5.4), The general variation has a
convex form which is alsa found for the FZ transition functions by Broad and
Fertig, although they indicate a minor concaveness in the final transition func-
tion for certain consonants. Ouy data show that the transition function general=
1y goes down if the vowel is preceded or followed by a nasal. Stevens and House
(1963) did not include nasal consonants "because of the difficulties of measur-
ing formant frequencies for nasalized vowels". The effect found by these authors
for the other consonants at the midpoint of the vowe] appeared to be strongly re-
lated to the place of articulation of the consonants. They differentiated the
labials (/p, b, f, v/), postdentals (/e, B, s, z, t, d, ¢, J/). and velars (/k,
g/). The effect on F2 of the labials and the postdentals for the front vowels
/1. &, '®/[ was considerable, as was the effect of F2 by the postdentals for the
back vowels /u, v, A/. These systematic effects are not so clearly reflected in
the study by Broad and Fertig on /1/, nor are they in our data. There is also
some divergence between their results and those of Stevens et al. (1966) regard-
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ing Fz at beginning and end of the vocalic portions of ClVCl syllables. Our ap-
proach, if applied to an optimally chosen data set, could give more information
about these divergences, but the present data are too Timited to be conclusive
in this respect.

Only measurements on more replications of the same context, and more differ-
ent Cl—C2 cambinations to separate the effects of initial and final consonants,
will make it possible to specify clear effects like those with the final /r/. It
will be clear that the analysis system used in this study can be an efficient
tool for studying vowel coarticulation effects and dynamic vowel characteristics.
Additionally, there is a great need for perceptual data. Tike those described in
Chapter 4, to evaluate the significance of variations found in the vowel spectra.

3.6. DIMENSIONAL SPECTRAL REPRESENTATION OF THE DIPHTHONGS

Apart from the 12 Dutch monophthongs in our list, we also included the three
Dutch diphthongs /fau/, /Ay/, and /ei/ in our word material. The isolated vowel
segments from these words can of course not be represented by a single average
position in the spectral subspace sincé diphthongs essentially are ron-stationa-
ry by nature. As with the monophthongs, these dynamic patterns are influenced to
some extent by the surrounding consonants. However, the variation in any of these
diphthongs is so Targe that we could hardly identify consonant-specific spectral
effects in this limited material. Gay (1968) found no spectral effects either,
only a duration effect for voiced final consonants.

Instead we wanted to study the average diphthong behaviour. The average num-
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ber of samples in the diphthong segments was 18, so we linearly normalized all
segments to 18 samples for an easier comparison.

Figs. 3.6.1 to 3.6.3 give, for the three speakers, respectively, the aver-
age traces for /eu/, /Ay/, and /ei/ in the I-IT subspace, in which the average
vowel positions, which differ per speaker, are also indicated. Clearly, the main
variation is along the second dimension; this was also.visible in Figs. 3.5.10
to 3.5.13. As the second dimension is fairly similar to Fi> we have good agree-
ment with known formant measurements on Dutch diphthongs (Mol, 1969). Mol only
gives stylized formant traces, but explains in the text that F2 changaes little,
whereas Fl changes from a certain moment on in an avalanche-like way to lower
values. S1is and van Katwijk (1963) found similar formant traces for their syn-
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thesized two-formant diphthongs judged best by subjects. Cohen (1971) used these
data in a discussion on the nature of diphthongs. He suggests accepting the

Dutch diphthongs as & separate vowel class, recognizable as such and distinguish-
able from other long and short vowels, on account of their peculiar dynamic cha-
racter. The fact that they can be synthesized by setting up two steady state vow-
el segments does not mean that a natural diphthong is biphonemic. Gay (1970)
showed that good synthetic diphthongs can also be obtained by only generating a
formant transition, without steady-state parts. He furthermore concluded that

the rate of change of the second formant for theAmerican-English diphthongs /21,
ai, au/ was more jmportant than the onset and offset values. Spectrographic mea-
surement on naturally spoken diphthongs showed that the formant position of the
onset target is also a fixed feature of the diphthong formant movement, together
with the second-formant rate of change (Gay. 1968). He did not make measurements
of first-formant rates of change "because of possible measurement error effects".
Gay supports the description of diphthongs as unit phonemes rather than as se-
quences of vowel plus semi-vowel, or vowel plus vowel.

Our data suggest that a diphthong can be described as quite a long steady-
state onset part followed by a fast specific transition to an offset area where
no steady-state part is necessary. The diphthong /au/ starts at /o/ and termina-
tes at /2, of; /fei/ starts at /e/ and goes to /I, ef; and /Ay/ starts at /a/ and
goes to fee, ¢/. So, none of the three Dutch diphthongs reaches the vowel posi-
tion indicated in its phonetic transcription. 't Hart (1969) also observed this
by Tistening to gated diphthongs. [t has also been found for the American-English
diphthongs /231, ai, au/ by Gay [1968), and Holbrook and Fairbanks (1962). Lehiste
and Peterson's (1961) analysis shows /au/ termination closer to, but not at ju/.
But since Gay showed the importance of speaking rate, the final position can be
strongly influenced by that parameter too. We do not believe that speaking rate
varied much over the isolated words spoken by our three speakers. Mevertheless
there exist durational differences between the diphthongs in our material, see
Table 3.5.1. Whether this is personal variation or influence of surrounding con-
sonants cannot at this moment be concluded from our data. If a diphthong seg-
ment is shorter, this results most of the time in a shorter tail with still an
indication of the direction to be taken. This supports Gay's [1968) idea that a
diphthong is mainly determined by its onset area in combination with the rate of
change of the dynamic part, whereas it is less important whether the final posi-
tion is actually reached. Our data suggest that it is perhaps better to consider
the direction of change rather than the rate of change. Fig. 3.6.4 gives three
examples of /Ay/ traces varying in duration from 180 to 260 msec, but all three
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-0 -20 -0 0 0 20 30 I 40 identified as [Ay/ (see paragraph 4.3).
being almost unanimously identified as /Ay/, as we will see in the next chapter,
The segments from the words /fayk/ and /mAys/ have a similar tail but a different
number of samples in the onset area, whereas the tail of /kayp/ is shorter but
apparently distinctive enough in its direction also to cause a clear /Ay/ im-
pression. The above description of the dynamic spectral variation in Dutch diph-
thongs does not give really new facts, but it confirms many "facts" which had not
been measured systematically, or published, before. I refer to the stable start-
ing position, to the fast specific transition, and to the offset area, as well
as to the individual differences. The analysis and synthesis system used and the
efficient data representation in a two-dimensional vowel space are especially
useful here.

3.7. CONCLUDING REMARKS

In this chapter we have given a fairly elaborate description of the spectral
differences between vowels as represented in the principal-components vowel sub-
space derived from the bandfilter spectra. This description was in terms of the
average positions of the vowe] segments as isolated from the 270 monosyllabic
CVC words, often extended to a presentation of the dynamic spectral behaviour
within the vowel segment in terms of a trace in the vowel subspace.

Purely on the basis of the average positions of the isolated segments, the
vowels were recognized 93.4% correct in the original 17-dimensional space, and
86.1% correct in the two-dimensional subspace when a simple shortest-distance
measure was used (Table 3.5.2). These scores concern the data on all three spea-
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kers. Corresponding long and short vowels /I-e/, /3-0/, and foe-4/ are grouped
together. One would expect that, in the identification experiment which will be
described in the next chapter, at least similar scores will have to be derived
since listeners will also have the dynamic variations at their disposal. On the
other hand, it is quite possible that dynamic variation is the more important
factor of the two.

As a measure of the variation per vowel, caused by different consonant con-
texts, we introduced the spread o per dimension. A large o for a certain vowel
could represent a large coarticulation effect and hence cause many identifica-
tion errors. A rank order of the vowels with respect to their spread in the
first two dimensions is: fy a ¥ T e $5 @i Uy Ty 0561 LY, au/. One
should, however, keep in mind that o is not the only important parameter, but
that the position of & vowel with respect to neighbouring vowels is also im-
portant.

A clear consonant-specific effect on the spectral vowe] positions was found
for those vowel segments that had been taken from words with final /r/. This may
very well have an influence on the identification of these segments, It will al-
50 be interesting to see how the subjects react to the diphthong-1ike character
of the /e, o, ¢/ segments.

With respect to the diphthongs, we have the impression that these sounds
have such a typical dynamic spectral behaviour, represented as traces in the
vowel subspace, that identification will not be very difficult for the native
Tisteners. This does not mean that we can simply present an algorithm for recog-
nizing these segments automatically. Procedures for pattern matching of such
traces are not readily available,
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CHAPTER 4
IDENTIFICATION OF THE LSOLATED VOWEL SEGMENTS
4.1, INTRODUCTION

After having considered in the preceding chapter the spectral differences
between isolated vowel segments, we shall discuss in this chapter how these vow-
el segments were perceived by subjects in an identification experiment.

There were certain reasons for choosing the identification paradigm for the
perceptual task. First of all, it is a natural task which needs few instruc-
tions and is relatively easy to carry out even with phonetically naive subjects
if orthographic instead of phonetic symbols as response categories can be used.
Furthermore, the stimuli can be presented in their original form without the e-
qualization of stimulus parameters Jike pitch, intensity, and duration that is
necessary in discrimination experiments or similarity judgments. The human iden-
tification is, moreaver, not unrelated to the problem of automatic speech rec-
ognition and the subjects' responses may shed some new light on that technical
problem too.

It is interesting to know whether the isolated vowel segment in itself is
sti11 identifiable as the intended vowel, or whether it is modified so much by
the context that identification becomes difficult. Once vowel segments have been
misidentified, it is interesting to see whether the types of error correspond to
the dimensional spectral representation of those segments.

The influence of one phoneme on the recognition of adjacent phonemes is usu-
ally studied in other ways, like:

(a) Identifying (partly) deleted phonemes, as a function of the cutting point in
naturally spoken utterances (ef, e.y. ., Ostreicher and Sharf, 1976);

(b} Identifying one phoneme in a context of other phonemes, in complete, synthe-
sized, syllables of which the characteristics are systematically varied (ef,
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g.g., Lindblom and Studdert-Kennedy, 1967);
{c) Identifying isolated vowels or vowels spoken in different consonant environ-
ments (ef, e.g.., Strange et al., 1976).

In the literature review (section 1.5.3) we have seen that the problem of i-
dentifying vowel segments isolated from CVC syllables has hardly been studied.
Only Kuwahara and Sakai (1973) 1hvestigated vowel identification in isolated CV
syllables and in CV syllables taken from connected speech with more and more of
the consonant part removed. Fujimura and Ochiai (1963) did an identification ex-
periment with 50-msec vowel segments gated out of 100, quite arbitrarily chosen,
multi-syllabic words (Ochiai and Fujimura, 1971},

Since, in the present study, we have available a detailed spectral descrip-
tion of the vowel segments presented to the subjects, a confrontation of the
identification results with the spectral data will be possible.

4.2. EXPERIMENTAL PROCEOURE

The 270 vowel segments of speaker 1 were used for this experiment. A stimulus
tape was made, containing nine groups of 30 segments which were resynthesized by
means of the speech synthesis system using the original 17 filter values per 10
msec. The duration of each segment was as indicated in Table 3.5.1, the time be-
tween two segments was 3.5 sec, with an extra pause after every 30 stimuli. All
15 vowels occurred twice in random order within such a block of 30 segments. For
every three listeners, the listening session was started at a different block.
Since there were nine blocks of 30 segments, and also nine groups of three lis-
teners, we could balance the order effect.

While recording the synthesized segments, a 3.2 kHz tone, also generated by
the synthesizer under program control, was recorded on the second track of the

slimulus

tone

response period response perind
e
for stimulus 1 for shimulus 2

-request pulse genercted
-rezpanse lighl switched off
-system open for new response

Fig. 4.2.1. Timing sequence of the stimulus presentation. The vowsl
stimuli are on one track of a tape; the 3.2 kHz tone, which controls
the computer timing, is on the other track.
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tape. During the segment this tone was interrupted, see Fig. 4.2.1. The moment
of onset of this tone was used in the Tistening session to reset response lights,
and to trigger the computer for the next response period. Subjects had to re-
spond by pressing one of 15 push buttons showing the names of the 15 vowels in
orthographic form (with our group of phonetically naive subjects we could not
use phonetic symbols). The push buttons were ordered alphabetically. The symbols
are given below.

orthographic: A AA AU E EE EI EU I IE O OE 00 U UL W

phenetic: & 0 gy e & Eh g T % @2 # o oAy ¥

Fifteen response categories is guite a large response set, and now and then it
took the subjects some time to find the correct response button, once the stim-
ulus itself had been identified. From pilot experiments the 3.5 sec interstimu-
lus time appeared to be the best compromise between too short intervals which
cause missed responses and too long intervals which are boring.

Each listener was first presented with three blocks of 30 segments to make
him familiar with the synthetic stimuli, the response categories, and the posi-
tions of the response buttons. Next, the 270 actual stimuli were presented in
one session. In this series, a response was seldom missed.

The response buttons and control Tights were connected with the computer via
the digital input-output system; for a block diagram see Fig, 4.2.2.

COMPUTER

CONTR|_RP
BoX |
Fig. 4.2.2. Block diagram of the stimulus presentatiom.

After a stimulus has been presented (identified by means of the 3.2 kHz on-
set on the second track of the stimulus tape, which is translated by the control
box into & request pulse (RP) to the computer), the button pressed first is i-
dentified by the computer, and the 1ight on that response button is switched on.
The tight informs the subject that his response has been accepted by the system
and that no other response can be given. The 1ight is automatically switched off
by the presentation of the next stimulus. A1l responses are stored in the comput-
er. The stimuli are presented through headphones in a quiet room at a comfortable
loudness level. A total of 27 naive subjects participated in the experiment,

108

with a single Tistening session for each subject. The listeners were inform-
ed that all vowels had the same probability of occurrence.

4.3. EXPERIMENTAL RESULTS

In Fig. 4.3.1 we give the percentage-correct score averaged over the 27 1lis-

100 N T S R YR T iy e T P | 0

12
90

% correct
I
|
|
|
[
|
1
I
|
|
|
|
|
1l
oo
number of incorrect responses

601 412 .

Fig. 4.3.1. Percentage-correct score
L o S e o T per block of 30 stimuli, Scores are
EElGla L 2 3 L 5628 3 averages over 27 listeners, The
right-hand scale gives the number of

errors per block of 30 stimuli.

number of block with 30 stimuli

teners, per block of 30 stimuli including the learning blocks {Ll, L, and L3).
So this figure gives the percentage correct score as a function of temporal or-
der of presentation. It suggests that the three learning blocks have been very
useful, and that Tearning during the actual experiment has been small and can be
corrected for, as we did, by changing the order for the different subjects. The
average correct score over all 270 vowel segments was 74.4%, with a standard de-
viation of 7.3% over the 27 subjects.

The confusion matrix is given in Table 4.3.1. Apparently, some vawels are
much better identified than others. The long vowel /a/ is only seldom misidenti-
fied, and is then only confused with short /of. Vowel /u/ and diphthong fau/
have the next highest correct scores. Some vowels with a lower correct score are
confused with only one or two other vowels, like /u/ with /£ 1/ with /1/ and
/yls 13 with Jof and fu/; and Jo/ with /3/. Most vowel confusions are certainly
based on auditory similarity. However, there is always a small chance that visu-
al similarity of the orthographic symbols, and/or nearness of response buttons
may have had some influence.

Most response categories were used regularly; see last row of Table 4.3.1.
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TOTAL [433 490 426 593 262 483 G915 285 526 528 423 475 502 343 560 19

Table 4.3.]1. Vowel confusion matrix, accumulated aver 27 listeners.
Each listener identified 18 sepgments, from 18 different conscnant con-
texts, per vowel. Responses add up to a total of 27 x 18 = 486 per vow-

el. For [ei/ one stimulus was missing, so for this diphthong the row
total becomes 459.

However, the vowals /e/ and /fo/ were used much lass often as a response than the
other vowels. We will come back to this point after tne responses have been dis-
cussed in more detail. Vowel /)/ was used far mereoften than any other vowel.
The vowels /e/, /1/, [/ and /¢/ were confused with quite a large number of oth-
ar vowels. The most probable reasons for this are: the effect of coarticulation
on these vowels, which makes them more difficult to identify, and the central
position of these vowels in the vowel space which results in a greater number of
neighbouring vowels. From the results of the intelligibility measurements de-
scribed in section 2.5.3 we may conclude that the synthesis system itself did not
cause these misidentifications. The quality of vowels /je/ and /I/ was not worse
than that of most of the other vowels. Vowel /&/ did not occur in that test ma-
terial, and vowel /oe/ did indeed give a lower score; there were confusions with
vowels /e/ (4%) and /I/ (20%), see Table 2.5.2. However, the type of confusions
in the present experiment is in general of a different nature, which means that
they are no artefacts of the synthesis system but are caused by vowel segmenta-
tion and coarticulation effects.

Tables 4.3.2 and 4.3.3 represent the results of the vowel segment identifi-
cation experiment in another way. Here the number of vowel confusions, accumula-
ted over the 27 listeners, is given as a function of the initial and final con-
sonants, respectively, in the original word from which the vowel segment was
isolated. Fig. 4.3.2 gives a graphical representation of the average number of
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Table 4.3.3. Number of errors made by the 27

listeners in the identifi-

cation of vowel segments taken from words with the indicated final con-

sonants. The dashes indicate non-existing VC

combinaticns. If a final

consonsnt occurred more than once with the same vowel this is also in-
dicated in the matrix as an upper left index. The total number of er-

rors is also given, and so are the total number (n) of VCE

combinations

per final consonant. Dividing these twe gives the average number of vow-

el errors (last column).
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Fig. 4.3.2. Number of errors in the identification of the vowel seg=
ments, The‘errors are accumulated over the 27 listeners, and therefore
ﬁa?e_a maximum value of 27. The errors are given as a function of the
initial comsonant (upper line), the vowel (middle line), and the Ffinal
consunant‘(lUWer line) in the original word from which the wvowel sag-
ment was isolated. The dot represents the condition of no initial or
final consonant in the original word.

errors taken from Tables 4.3.1, 4.3.2 and 4.3.3. The presentation of the data in
this figure on separate lines perhaps suggests independent effects of the initial
consonants, the vowels, and the final consonants on the vowel score. However, the
structure of the present stimulus material does not allow such a general conclu-
sion. For instance, half of the identification errors in the 15 vowel segments
originating from words with an initial /d/ are caused by only three words with a
final /r/ (/der, dor, dir/), see Table 4.3.2. 5o one should not attach too much
importance to the extreme position of the initial /d/ in Fig. 4.3.2. Also, the
extreme position of the /t/ is probably mainly due to the final consonants in
these words, since six of these words have f1/ or /r/ as final consonants. On
the other hand it is clear from the position of the dot in this figure that no
initial consonant favours a correct score of the vowels.

It seems that the effect of certain final consonants is somewhat clearer.
Let us first skip the uncertain cases: /w/, /i/, and /n/ only occur in combina-
tion with four or five vowels, see Table 3.2.1, so the present data make it im-
possible to draw conclusions concerning the positions of these consonants on the
Tower Tine of Fig. 4.3.2. However, the extreme positions of /r/ and /1/ on one
hand, and /t/ on the other, are based an enough data to suggest a clear effect.
It will be noted that /t/ causes little coarticulation in the preceding vowel,
whereas /r/ and /1/ have a relatively large influence on the preceding vowel.

Before discussing in more detail not just how many incorrect identifications
per vowel have been made, but also the type of confusions made in the various
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contexts, we will first confront the identification results discussed so far
with the spectral data.

As can be seen from the identification data in Table 4.3.1 and in Fig. 4.3.1,
a score of 71.9% correct is derived for the 12 monophthongs, The confusion ma=-
trix based on distances between the average positions of the vowel segments and
the average vowel positions in the spectral vowel space, showed for speaker 1 a
score of 94.0% correct using all 17 dimensions, and 85.2% correct using two di-
mensions, see Table 3.5.2. The /)-o/, /l-e/, and /@ -9/ confusions were disre-
garded because confusions were based only on spectral distances and duration vas
not taken into account. If we apply the same restriction to the perceptual con-
fusion data, the score rises to B0.4% correct, which is still much lower. If we
order the vowels from low to high correct scores, this rank order is quite dif-
ferent for the spectral data and the identification data, as can be seen below
(vowels betwsen parentheses cannot be discriminated):

identification,
/1-e/, /2-0f, Joe~b/
confusions disregarded

Jerry €s Lecyl¥s 1 &uidyids by 0587

speaker 1, spectral
distances, 17 dim.

idem, 2 dimensions 105 oy (1, 2508, ¥)s (es €5 Uy #)5 (85 1)/
The types of canfusions show only little correspondence as can be seen upon
comparison of Tables 4.3.1 and 3.5.2.

fo, (3, @) (s Ly $)s (2. =, 8y Ty Uy 83

As was discussed in paragraph 3.7, another way of ordering the vowels is
on the basis of the total variance in the spectral space over the segments
per vowel, suggesting that a large variance for a certain vowel will cause many
confusions. The rank order of the vowels of speaker 1 with regard to their
spread in the first two dimensions is, from high to Tow:

fau, Ay, €1, 05 Js Us @5 €, 8y B 5 8y Ls ¥y 85 1/

The only real correspondence between all these different rank orders is the far
right position of /fa/. A1l these data strongly suggest that a spectral represen-
tation of the vowel segments in terms of average positions in the vowel subspace
is too simple to explain in all details the identification results. One reason
for this is that durational information is not present in such an average spec-
tral representation. An even more important reason is the dynamic spectral vari-
ation within the segments, which has greatly influenced many identifications by
the subjects, as will be seen below.

We will now discuss the types of confusions made per vowel in each of the 18
contexts. These data are presented in Tables 4.3.4 to 4.3.18. In the first table
we see, for instance, that the 100 /u-D/ confusions are not randomly distributed
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over all 18 /a/'s taken from 18 different contexts, but that 59% are caused by
the /a/'s taken from only three words: /pan/. /tol/, and /kan/. 78% of the /e-1/
confusions (Table 4.3.B) are determined by six /e/'s all taken from words with a
final /r/. In the same way, 61% of the /0-J/ confusions (Table 4.3.11) are de-
termined by the seven /o/'s which were taken from words with a final /r/. The
six /-#r/ segments account for 80% of the /¢-& / confusions (Table 4.3.14).

The /i/, /y/. and /a/ segments from words with final /r/ did not give rise
to specific confusions. For the other vowels there were np extra C;¥r words in

" J  au  others a a
g pan 10 17 33 par &
12 tal 6 20 1 16 tak 27
6 kan 4 22 1 23 kas 27
8 ba. 19 7 1 28 bar 27
9 dom 21 6 24 day 27
3 fat 26 1 19 fam 27
g Sar 23 1 1 1 24 saj 26 1
10 van 27 14 van 25 2
4 ZaX 27 22 zat 27
5 XeF 24 1 2 19 xap 27
5 ok 23 4 25 han 27
9 Ml 19 8 30 mar 27
6 nep 24 2 1 20 naf 27
7 laX 26 b 25 lat 27
7 ret 21 6 27 rar 27
9 Was 23 4 21 wan 26 1
5 Jas 23 4 29 ja. 27
6 Lo 21 g 1 10 ,al 19 8
7.3 370 3, 180 7 3] 22.7 474 12
76.1% 97.5%
Table 4.3.4. In this and the following Table 4.3.5.

tables, the types of confusions are given
per vowel segment. The row totals are 27,
being the number of subjects. The first
column gives the duration of each seg-
ment in terms of the number of 10-msec
samples. The percentage—correct scors

is also given.
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the list to test this final-/r/ effect. The r-effect must be of a spectral na-
ture and certainly is no duration effect, since on the average the isolated vow-
el segments from the /-r/-contexts are even longer than those from the non-/-r/-
contexts.

Some r-effect is not too surprising if one remembers what was pointed out on
p. 94, namely that the stable vowel segments, isolated from words with a final
/r/. have extreme positions in the vowel space. This can easily result in devia-
ting identifications. On the basis of the positions of these segments in the
vowel space (see Figs. 3.5.7 and 3.5.14), one might, however, predict that /e/
would become /i/ instead of /I/, /o/ would become /fu/ instead of /J/, and /&/
would become /y/ instead of /e /. A possible explanation for this unexpected re-
sult is that the average vowel positions in Fig. 3.5.7 are not necessarily also
the optimal vowel positions in terms of best perceptual representation of that
vowel. In fact, the identification results of the vowel segments from 51Vr words
suggest that the ideal vowel positions for /I/, /J/, and fee/ in terms of per-
ception are more 1ike the /-r/-segment positions of /fe/, /o/, and /[¢/, respecti-
vely, see Fig. 3.5.14. Another possibility is that Dutch subjects are so strong-
1y accustomed to the diphthong-like character of /e/, /o/, and /¢/, to be des-
cribed as /Ii/, /Ju/, and /@ y/, respectively, that if they are confronted with
the stable initial parts of these vowels only, as in the /-r/-segments in this
experiment, they identify these as /I/, /J/, and /®/, respectively. A third
possible explanation is that the two-dimensional spectral representation does
not give a realistic view of the vowel positions in this respect, because of
too much data reduction. But this possibility was already excluded in the dis-
cussion an p. 95.

Let us finally discuss, systematically per vowel, the confusions made by our
27 subjects. In order to discuss the main effects, and not to go into too much
detail,we will in general only draw attention to vowel segments which had been
misidentified by 17 or more of the 27 subjects. For those vowel segments, the
types of confusions will be compared with the average positions of these seg-
ments in the vowel subspace, as represented in Fig. 3.5.7. In this figure, the
most pronounced misidentifications are underlined. This holds for all segments
with 17 or more misidentifications, except the /-er/, /-or/, and /-¢r/ segments
which had already been encircled. The vowel segments /tut/, /sus/, /zut/, /x@n/
and fheep/ are also underlined, although more than ten subjects identified them
correctly. But with respect to the other segments of these same vowels they
clearly differ. The dynamic spectral behaviour within the vowel segments will
also be considerad, whenever necessary.
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Table 4.3.4 shows that most /u-J/ errors are caused by only four words /pan,
tol, kan, mal/, all with an alveclar final comsonant. Fig. 3.5.7 reveals that
these four words are exactly those which have a position near the /J/ area, The
vowel /a/ gives very few confusions, see Table 4.3.5. The /a/ area in Fig. 3.5.7
is also very restricted.

£ a I 2 g ¢ Ay others
g pep 18 7 2
9 ter 9 2 1 14 1
9 ken 22 1 3 1
10 bef 19 7 1
10 den 13 v S (]
5 fel 8 3 a 4 2 2
7 set 11 1, 13 1 1
B ver 18 1 8
10 Zes 17 4 4 2
4 xek 22 1 i
10 he. 13 i 10
13 men 4 1 6 8 8
9 nel 1 15 | 2 3
4 les 22 1 4
12 rem 12 7 3 2 1 2
9 WeX 22 1 3 1
3 iet 20 7
= JEN 27
8.1 288 30T 13- hea T aen - 100 g 12
59.3%
Table 4.3.6.

We see in Table 4.3.6 that the confusions made with the /e/ segments are quite
diverse. A1l short vowels in the neighbourhood of /e/ in the vowel space get
responses, 1ike /of, /I/, /)/, and foe/. The average positions of the segments,
as represented in Fig. 3.5.7, do not always explain too well the confusions
made. However, the dynamic behaviour of these vowel segments makes certain con-
fusions more understandable, see Fig. 4.3.3. For fnstance, the stahle middle
part of the /e/-segment from /men/ is not sufficient to result in a unanimous
/el response, the tail pointing to the /oe/-area causes many /e /, /é/, and
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jet
¥ig. 4.3:3.
Traces in the
A0k 4 I-IT wowel sub-
space of some
/e/ segments
which cause many
identification
Q. errors. The
=20 - average vowel
positions in
§ this neighbour-
. | ! hood are indi-
-30 20 0 0 10 I EnkaL.
I e 4 & .y others e I = 4 ¢ gi others
10 pIn| 7 T 8 22 per| 3 18 | DR (S, 1
E kI 35 L 10 1 18 feel & 2F 2 1
10 kIn| 13 190 14 2 1 i3 kee| B 17 1 1
8 Dblt| 26 1 18  bek| 25 2
7 dim| 25 2 15 der| 2 23 1 1
7 fIt] 20 il 15  fe, 9 4 10 1 3
7 slp| 4 10 11 2 21 sef| 26 1
%  yis{cg 8 3 17 wvex| 16 6 3 1Rl
10 =zIgjdle: & 4 5 1 21 zem| 25 1 2
AN 2 1 IR -l s E T S | 4 17 »ef| 13 2 4 B8
9 hin| 24 2 1 17  her 24 1 2
§ mlis|23 2 2 19 mel] 15 - M 2 Sris 1
9 nls| 25 1 1 18 ner 16 11
7 1Ik| 26 1 14 lew| 2 19 3 3
b R -2 b 2 . 8 A 15 rep| 21 4 1 1
6 wir| 24 2 1 15 wet| 26 1
8 jIx| 19 8 18 jes| 27
6 .In| 26 1 22  .en| 27
7.9 320 41 32 50 23 20 17.8 248 152 33 15 12 14 12
65.8% 51.0%
Table 4.3.7. Table 4.3.8.
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even /Ay/ confusions, A similar situation exists for the /z/ from /he/, here the
tail points to the /J/ area, which causes many /e-J/ confusions. The /el segment
of /fe1/ is very stable, but at an unfamiliar position in the /a/ area. The lang
vawel /a/ cannot be given as a response for a vowel segment of only 50 msec du-
ration, therefore, we probably get the various other responses,

Some extreme positions for /I/ segments Tead to corresponding confusions,
like /I/ in /rIf/ becoming /&/ and /e /, and in /slp/ becoming foe/ and /y/, see
Table 4.3.7. Other confusions are less clear; for instance, why is the vowel
segment from /XIn/ so often confused with /i/, whilst its average position is
very close to the average /1/ position? Again the dynamic characteristics of
such a segment are very important and the average position of the segment s not
a sufficient clue by itself. The trace of this /1/ segment clearly moves to /i/,
thus explaining the confusion with /i/.

With respect to the next vowel: fe/ we have already discussed on p. 114

i I ¥ others
B8 pit 26 1
7 tin 26 1
9 kim £h 1 1
21 bir 26 1
11 di. 25 1 1
5 fin 25 1 1
21 sir 21 3 1 2
9 vis 20 6 1
zik 23 3 1
14 xXir 25 1 1
6 hif 21 4 2
17 mir 26
7 niw 21 5 1
Tix 1 15 1
6 rit 19 7 1
il wil 17 - 6
8 Jjip 18 2
5 .ip 24 1
10.1 399 &4 24 9
82.1%

Table 4.3.9.
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the identification of the /-er/ segments. Most of the other /e/ segments, like
those from the words /bek/, /sef/, [zem/, /wet/, /Jjes/, and /fen/ are identified
correctly by almost all subjects, see Table 4.3.8. These are the segments which
are represented in the vowel space with dynamic traces pointing to /i/. So our
subjects preferred an fe/ with some diphthongal character. The average dynamic
pattern was illustrated in Fig. 3.5.15. This trace would have been even more pro-
nounced if it had been constructed from only those segments which showed clear
/e/ responses. Segments which did not show this clear tail-1like pattern gave

much less correct /e/ scores, like in the words /fe/, /vex/, /xef/, /mel/, and
/lew/, see Table 4.3.8. The segment from this last word had, moreover, a dura-
tionof only 140 msec; this also favours an /I/ identification. /i/ gives few
systematic errors (see Table 4.3.9), only /i/ from /1ix/ becomes /I/ which is not
explained by the dimensional spectral representation of that segment inFig.2.5.7,
nor from its dynamic behaviour. Looking at the average spectral position of

J o u others [s} 3 u others

3 pp | 26 1 15 po. 4 1
11 tir 16 11 14 tom 12 15

5 kIm 16 11 18 kor 10 7 10

9 £dn z1 B 19 bor 12 13 1 1
10 dof 27 16 dor 1 26

7 fp 24 3 19 foj 12 14 1

10 sJm 23 2 2 21 sUS 27

14 vJ1 21 1 5 16 vor 7 19 1

6 z)t 27 16 zon 25 1 1
10 *In 17 1 8 1 17 xot 15 12

7 hdj 26 1 23 hor i 15

6 mdr 27 19 mor 9 17 1

9 ndx 26 1 14 nor 1 25 1

7 13k 27 16 lop 27

7 rot 23 4 21 rof 27

9 win 23 4 20 WO X 27

3 j2. | 2 1 14 ST U - I - LR

4 .Js 27 16 .0k 26 1

7.6 423 17 36 10 17.5 266 201 16 3

87.0% 54.7%
Table 4.3.10. Table 4.3.11.
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/3 in /tdr/ in the same figure it will be quite clear that this segment is often
confused with /e/. Mest /J-u/ confusions occurred in the words /kIm/, /ban/,
[¥3n/, and /wIn/ (Table 4.3.10), all of them having nasal final consonants. The
/3-0/ confusion only happened for /vJ1/ and is probably a duration effect: this
segment was 140 msec, the Tongest of all /1/ segments. The /-or/ segments, caus-
ing /3/ identification, have been discussed. Some other /o/ segments also caused
many /0-J/ confusions, like /po/, [tom/, /foif, /xot/, and /jol/, see Table
4.3.11. Other ones 1ike those from /sos/, /zon/, /lop/, /rof/, /wox/, and fok/
were almost always correctly identified. Neither average segment positions inFig.
3.5.7 nor segment durations can expiain this. Here again, like with /e/, an ex-
planation can be found in the dynamic behaviour of those segments. For the first
group of words, the spectral information in the segments is fairly stable. The
second group of words, on the other hand, shows segmental traces with tails
pointing to /u/. So our group of naive, native Dutch Tisteners is only willing

- nioe ¥y  others

8 pun 27

8 tut 19 2 5 1
6 kun 27

8 but 25 1 1

7 duk 25 1 it
) fuj 27

] sus 12 2 1l 2
7 vux 26 1

5 zut 19 2 a 2
8 xut 26 1
8 hus 26 1

6 mu. 27

10 num 27

11 Tur 25 1 1

5 rup 24 1 1 1
7 wuf 27

10 jul 27

8 .ur 27

Tal 443 12 23 B
91.2%

Table 4.3.12.
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T el J u ¢ others ¢ 0 e others
10 peest] £33 3 18 pal | 18 g 2 1
110 28 o] [t R e LN TR (- ; 21 tox | 26 1
keen| 19 1 26 ke, | 26 1
bees | 15 2 3 11 bgr L 2
10 dee n 7o =g 15 2 15 dgr 2- 11 1 7
7 fosk:| I8 3 @ 3 1 17 fot | 25 1 1
10 seel | 14 &l 1 1 18 sgr| 12 7 8
10 vee 1 5 22 21 vpl | 21 3 3
10 s Sl (ED SR ra Sl 1 17 Zpr 1, TEge 2 2
6 Xoen | 14 12 1 22 xpr| 20 5 2
5 hep| 13 1 12 1 14 hép | 20 4 1 2
10 moem | 18 (| 2 20 mpy [ 21 2 4
5 nek | 11 B 2 il 2 21 ngs | 24 3
9 Tees | 39 3. 2 3 24 Ten| 27
10 ree X i 18 1 19 rém| 23 3 1
8 weef | 14 3 10 15 wer| 10 15 1 1
joef | 17 4 2 1 14 Jek | 21 g 4 2
7 Loek | 10 7 10 29 Hf ] 25 z
T 246 45 27 120 15 21 12 18.7 324 108 10 43
50.6% 66.7%
Table 4.3.13. Table 4.3.14.

to identify an isolated /o/ segment as an /o/ if the segment has a diphthongal
nature; see also Fig. 3.5.15. The /u/ segments have a high correct score (Table
4.3.12), except those from the words /tut/, /sus/. and /zut/ which show some
confusion with /y/ in Tine with their position in the vowel space. The large
spectral variation between the different fu/ segments has no influence on their
identification, probably because in this part of the spectral space there are no
competing other vowels. As can be seen in Table £.3.13, the vowel /joe/ was often
confused with quite a number of other vowels, like /e, I, 3, u, 4/; this only
emphasizes the central position of this vowel. Hovever, most confusions occur-
red with /3/, despite the quite large gap between the /oe/ area and /J/ area in
the vowel space, 80% of the /¢-ce/ confusions are caused by the six /-or/ seg-
ments, see Table 4.3.14. As was the case with vowels /o/ and fef, all correctly
recognized /¢/'s have a diphthong-like nature, see Fig. 3.5.15. Most pronounced
errars for /y/ are in the words /dyk/ and /fyx/ (Table 4.3.15),1n line with the
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¥ 1 i @ others

13 Py 27

6 i ] [ R [ A
20 kyr 27

16 byr 27

7 dyk 10 R 1

9 fyx 5 6 12 4
11 5Y. 26 1

17 vyr 27
24 zyr 26 1
11 xys 23 2 1 1
7 hyp 18 1 7 1
11 myn 26 1

11 ny. 23 4
21 Tyr 27

7 ryw 23 1 3

Wys 20 1 4 2

6 il 16 2 4 2 2
15 yr 26 1

12.3 As 18 5L 31 11

81.3%

Table 4.3.15.

average positions of these segments close to /i/ and to /o=/, respectively.
Table 4.3.16 shows that the diphthong /au/ was hardly ever misinterpreted.
When the diphthong /ei/ was incorrectly identified, it mostly became /ay/,
and now and then /¢/. Fig. 3.6.1 shows that the average traces for the diph-
thangs /ei/ and /Ay/ are indeed relatively close. The /Ay-¢/ confusion is under-
standable from the preferred diphthong nature of /¢/, which can be written as
foey/, coming close to /Ay/: compare Fig. 3.5.15 with Fig. 3.6.1. The /ei/ seg-
ment from /rein/ was, by accident, not presented to the subjects. The many er-
rors for the /ei/ segment from /teil/ (Table 4.3.17) are caused by the tail of
the transition part which first goes in the correct direction but then turns a-
way under the influence of the following /1/. We see the same effect in the /Ay/
segments from the words /viyl/ and /zayl/ (Table 4.3.18), again causing many i-
dentification errors. These deviating traces are shown in Fig. 4.3.4. These data
show that both in monophthongs and diphthongs the final /1/ has a large effect
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au  others el Ly & 4  others
12 pauk 26 1 21 peip 18 5 4
21 Colw 27 24 teil 4 8 5 6 4
20 kaus 22 5 23 keif 18 8 1
17 baut 25 2 19 beit 20 7
28 douw 27 19 deik 18 g
20 frun 27 24 fein 24 3
24 Seul 27 21 sein 22 4 1
22 Valw 27 25 veif 16 10 1
16 zgut 26 1 21 zeis 11 14 2
19 Haut 27 22 ¥ 23 3 1
16 hout 27 21 neix 11 15 1
19 meut 26 1 25 mein 22 2
12 T 24 3 16 neit 19 h' 2 1
25 T guw 27 21 T=im 22 1
22 Pouv 27 rein
19 weut 27 21 welin 18 8 1
19 Jouw 26 1 26 Jei. 23
17 Lot 27 26 eis 24 1 2
19.3 472 14 PR 313 M1 w7 2k 4
97.1% 68.2%
Table &.3.16. Table 4,3.17.
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on the preceding vowel. Table 4.3.3 and Fig. 4.3.2 confirm this finding.
4.4, CONCLUDING REMARKS

In the foregoing discussion of the identification results we have seen that
there is only a Timited relation between the average positions of the vowel seg-
ments in the two-dimensional vowel subspace and the types of confusions made.
Especially when the final part of the segment shows a clear pattern pointing in
a specific direction, this part of the segment often "overrules" the (stable)
position of the central portion of the segment in the subject's identification
decision.

Clearly, the identification experiment has been very useful; it can be con-
sidered as a supplement to the spectral data. The relatively low percentage-cor-
rect score in the identification experiment is in apparent contrast with our ex-

Ay a ¢ au ei others

32 phy. | 27

27 thys 26 1

18 knyp 26 1

22 bayt 26 1

23 dnyn 25 2

18 fayk 25 1 1

18 sayt 22 2 z

21 vyl 14 7 1 1
22 zayl 0 2 4 11

19 xayt | 25 1 1

17 hayt 25 1 1

26 mhys 26 L

22 nAys 24 1 2

22 1oyt 27

16 PAYm 22 P 1 b

22 wnyf 26 1

14 Jnyx 19 4 3 1

18 Avt 24 1

20.9 419 9 24 22 8 ‘@
B8h.2%

Fig. 4.3.18,
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perience from daily Tife that vowel phonemes in well pronounced syllables are
rarely misunderstood. This experience is confirmed by the data presented in sec-
tion 2.5.3 (Table 2.5.1) for vowel phonemes in PB-words. Using the original 17
filter levels in the resynthesis, as we did in the identification experiment
with the vowel segments, the correct score found was 96.8% averaged over 250
words, spoken by five native speakers, and presented to five native listeners.
It is reasonable to assume that the vowel score would be clese ta 100% for mea-
ningful monesyllabic words in conversational speech,

We nevertheless found very much lower scores for isolated vawel segments, We
must assume that the extra information available in the coarticulated vowel a-
bout preceding and/or following phonemes, becomes a disambiguating factor in i-
dentifying the isolated vowel segments. The misidentifications give valuable in-

formation about the perceptual relevance of dynamic spectral variations in the
vowel segments.
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CHAPTER 5
DISCUSSION AND CONCLUSIONS
5.1, [NTRODUCTION

In this final chapter we will "draw up the balance sheet", <.e. see what we
have gained and at what points improvements and/or more research are necessary.

One can recognize two main aspects in this research project: one is the me-
thedological approach, the other is the actual experiment on vowel coarticula-
tion. In the following two paragraphs we will discuss both points, and come to
some conclusions.

5.2, METHODOLOGY

The present analysis, data processing. and synthesis systems allow the pro-
cessing of many speech utterances in an efficient and objective way. Although
the one-third octave bandfilters used have a Timited spectral resolution, there
is no indication that any important spectral variations in the vowel segments
are left unmeasured. Because of the analogy between this system and the periphe-
ral processing of acoustic signals in the ear, the reverse would have been unex-
pected. Even after a considerable data reduction from the original 17-dimension-
al bandfilter representation to a two-dimensional principal-components vowel
subspace, this spectral representation is still a highly appropriate one.

For the average positions of vowel sounds from a neutral context, this prin-
cipal-components representation strongly resembles the formant representation,
see Fig. 1.3.2. The average positions of, and the dynamic spectral variation in,
the vowel segments in different consonant contexts can be nicely displayed in
the vowel subspace.

Contrary to a formant analysis using spectrograms, this analysis is automa-
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tic and under computer control. This allows real-time processing, but even more
important is the availability of all numerical data for subsequent data process-
ing. This makes it easier to process the spectral data in a systematic way with-
out just testing preliminary specified expectations.

The processing is done in two steps, the first is looking at the average po-
sitions of the isolated vouel segments; then, if necessary, the dynamic spectral
variation within the segments can be studied in more detajl. Apart from a gra-
phical representation of the average positions of the vowel segments, which al-
ready shows large (consonant-specific) variations (see Fig. 3.5.7), distances to
the average vowel positions (see Table 3.5.2), and the variance per vowel per
dimension (see Fig. 3.5.10) can be calculated. This total variance per vowel
can be split up into two sources: the variance between the 18 average posi-
tions of the segments, and the variance within the segment traces (see Fig.
3.5.11). For specific subsets, 1ike the diphthongs, or the /-r/-segments, aver-
age traces can be calculated. The use of some time-normalization precedure is
then indispensable. For our purpose a linear one was sufficient. To compare the
data from various speakers, a speaker normalization is necessary. As was dis-
cussed in sections 2.3.2 and 3.5.2, centring the data gives good results.

Along with the numerical and the graphical display of the data per 10-msec
sample, the speech synthesis was also an efficient research tool. It allowed re-
peated listenings toaspecific word, or to any part of this word. For detailed
listening, the utterance can also be stretched. The synthesis system was also
used for compiling the stimulus tape. For that purpose, the intelligibility of
lists of phonetically-balanced (PB) monosyllabic words was determined first. The
vowel-recognition score (96.8%) of these resynthesized wards was found to be
good enough for the synthesis system to be used for stimulus generation.

This, when compared to tape splicing by hand, made it much easier to vary the
duration of the isolated segments, to optimize the interstimulus time, and to
randomize the stimulus order on the tape. Another advantage is that the acoustic
characteristics of the stimuli are known exactly, because they are based on
stored analysis parameters and a stable synthesis system. This alsp makes it
easier to compare spectral data with perceptual results. Repeatedly spoken natu-
ral utterances would inevitably have introduced extra variation. Dn the other
hand, one should always be aware that synthetic speech is being used and that
this can introduce artefacts. An even better quality of the resynthesized speech
would be desirable.

Since the identification experiment was alsc conducted under computer con-
trol, stimulus generation and processing of the responses of as many as 27 sub-
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Jjects, each jdentifying 270 and more segments, could effectively be done. The
presentation of the identification results in terms of confusion matrices which
concentrate on different aspects of the stimuli (preceding consonant, see Table
4.3.2; the vowel itself, see Table 4.3.1; or following consonant, see Table
4,3.3), seems to be a good procedure to isolate the main effects, as illustrated
in Fig. 4.3.2. With more data, this diagram would be even more representative
than it is now because of the interaction in the data. Unfortunately, a
more objective procedure could not be found to evaluate the results in the con-
fusion matrices per vowel given in Tables 4.3.4, ff., For multidimensional
scaling proceduras the matrices are too empty and not sufficiently related.

5.3. EXPERIMENTAL RESULTS CONCERNING VOWEL COARTICULATION

Our interest in the spectral characteristics of coarticulated vowels,
and the way in which isolated vowel segments are identified, stems from the
view that the vowels are very important anchor points in the perception of
speech utterances. It is reasonable to assume that the speech perception process
makes use of optimally realized syllables as starting points for subsequent pro-
cessing. One may furthermors suggest that, although speech perception probably
is not based on phoneme-by-phoneme processing, certain phonemes in the speech
stream are more readily recognizable than others, and that these units farm the
basis for subsequent recognition of the rest of a speech utterance. The vowels
in stressed syllables are the best candidates for such anchor points. This is
also a regularly used concept in systems for automatic understanding of speech.

But even the acoustic realizations of vowels in stressed syllables are (sys-
tematically) influenced by the surrcundings in which they occur. With respect to
vowel duration, one finds in the literature that the position of the syllable in
the word (group) is very important, and so is,to a lesser degree, the consonant
environment, With respect to the spectral composition of the vowel, the conso-
nant environment seems to be the most important factor.

The guestions formulated in the first paragraph of Chapter 1 are all direct-
ly related to these problems; we will now structure the present discussion
in accordance with these questions.
(8) How Large iz the spectral variation in the vowel dug to diffevent comsonant

envivonmants?

That the spectral variation in the different vowel-phoneme realizations is
large, is already apparent from the average positions of the vowel segments in
the two-dimensional principal-components vowel subspace, see Figs. 3.5.7 to
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3.5.9. This variation can of course not be attributed completely to consonant-
specific vowel coarticulation, since mon-specific idiosyncratic variations are
also included. Replicated measurements would be necessary to specify all those
deviations which are specific.

Fig. 3.5.10 represents in another way the spectral variation per vowel by
means of the spread o per dimension. Ways have to be found to interpret this
variation with respect to the distance between the vowel concerned and neigh-
bouring vowel areas in the spectral vowel subspace.

Another aspect of the spectral variation per vowel is the variation within
the vowel segments. Certain vowels show considerable dynamic variation, irrespec-
tive of the consonant contexti. This is, of course, the case with the diphthongs
fau, Ay, ei/, but also for /e, o, ¢/.

(b} Can the spectral variation in the vowel be predicted from the paviiouler con-
sonant environment?

Context-specific effects on the vowels were clearly found in our spectral
data, especially those caused by the final /r/. Both the starting positions and
the spectral transitions of the vowel segments are different for /r/ and non-/r/
final consonants. Especially the difference in starting positionsis somewhat sur-
prising, as this effect is hardly noticed in the literature, although 't Hart
(1969) mentions it. It involves a coarticulation effect from the consonant on
the vowel, wot just in the vowel-consonant transition part, but already in the
very stable initial part of the preceding vowel. The duration of this part is so
long that the deviating position cannot be a matter of "undershoot", but must be
some "preprogrammed" articulatory action. Incidentally, the influence of other
consonants could also be demonstrated, such as the effect of the postdentals /t,
z, s/ on fu/, and the effect of liquids, glides and nasals on various vowels.
However, there were not enough replications of a single context available in our
present data to draw firm conclusions; except for the "r-effect'.

(¢) Can vowel segments be recognised, ignoring the consonant envivomment?

We have shown in section 3.5.4 that vowels can indeed be recognized automa-
tically on the basis of the average position of the vowel segments in the vowel
space. Using all 17 dimensions the score, averaged over the three speakers and
the 12 monophthongs, is 93.4% correct. Confusions between corresponding long-
short vowels (/e-1/, /o-3/, and /¢-0e/) were disregarded. This score decreased
to 86.1% when only two-dimensional spectral information was used.

Subjects in the identification experiment certainly have more trouble iden-
tifying these isolated vowel segments correctly, as we have seen in paragraph
4.3. At that point we assumed that the extra information available in the coar-

129



ticulated vowel segment about preceding and/or following phonemes becomes a dis-
ambiguating factor in identifying these vowel segments. So, under this specific
condition, the straightforward procedure of averaging spectral information over
the whole segment followed by a shortest-distance measure, is more efficient
than the human recognition procedure, which takes into account all of the dyna-
mic information, but which has to work without the normally available context.
(d) Can micidentifications of vowel segmente be underetood from the acoustic
properties of the vowel segments?

With respect to numbers and types of confusions made per presented vowel,
the relationship between misidentifications and acoustic properties of vowel
segments is poor, if we only take into account the average positions of the vow-
el segments; compare Tables 3.5.2 and 4.3.1. This is not too surprising if one
realizes that the listeners had other information available to base their deci-
sions onje.g. duration of the vowel segment and dynamic spectral variation with-
in the segment.

The durational information generally prevents perceptual confusions between
spectrally related long and short vowels. That nevertheless a number of fe., o, ¢/
segments are identified as /I, ), ce/, respectively, has to do with the final-/r/
caontext from which these vowels were isolated. We will discuss this point in more
detail below.

The dynamic spectral variation within the segments turns out to be very im-
portant for (mis)identification of these segments as vowels. Although this infor-
mation is also available in the spectral representaticn of the vowel segments, it
is not easy to use it to actually predict the vowel confusions. Once certain con-
fusions have been found, these can indeed more often than not be understood on
the basis of the dynamic spectral behaviour of the presented vowel seqments, the
more so if we assume that a small onset in a certain direction is sufficient to
change completely the identity of the vowel segment, especially if this onset is
in the final vowel part.

The Tow scores for /e/ and o/, and to a lesser degree also those for /¢/,
are due to the diphthong-1ike nature of these vowels which was prefarred by our
subjects, see Fig. 3.5.15. Itwas notalways present in our stimuli, because of
coarticulation and because of the way of isolating the segments. A Further com-
plicating factor is the deviating characteristic of these vowels when they are
followed by /r/, see Fig. 3,5.17. In the perceptual experiment, only the initial
stable parts of these /-r/-segments were presented for identification. This re-
sults in many confusions of the type fe-I/, /o-3/, and /é-ce/. These confusions
do not correspond too well with the average positions of these segments in the
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I-1I vowel subspace, see Fig. 3.5.7. A straightforward explanation is not easy
to give for this effect, but it seems reasonable to assume that the average vow-
e] positions in the spectral vowel subspace are not necessarily the ideal vowel
positions. Moreover, the listeners are not accustomed to recognizing a sound as,
for instance, the vowel /e/ if this sound lacks the characteristic spectral
transition. This effect is most proncunced for /e, o, ¢/, although also the to-
tal /-ir/ and /-yr/ vowel segments show Targe transitions, see Fig. 3.5.17. The
identification of the initial segments of these words gives Tess confusion, see
Tables 4.3.9 and 4.3.15.

The great difference between /e, o, ¢/ segments in /-r/ and non-/-r/ words
is best illustrated in Figs. 3.5.17 and 3.5.15.

The three Dutch diphthongs /au, Ay, ei/ combined have a correct score of
84.1%. Of these three, /au/ causes hardly any confusions,/Ay/ only a few /Ay-9/
and /ny-ei/ confusions, but there are many /ei-Ay/ confusions. Although the two
average traces are relatively close, see Fig. 3.6.1, this amount of confusion
(22.8%) is somewhat unexpected.

From a comparison of the identification results and the spectral analysis of
correct and False diphthong responses it became clear that the starting position
is very important for the diphthong identification, together with an indication
of the direction of the spectral transition. It is not necessary to actually
reach a specific endpoint. On the other hand, a deviation of the transition part
can easily result in misidentification of the isolated diphthong segment. This
deviation can be caused by a following consonant, as was clearly visible in our
data for the final /1/.

A stable, constant, vowel segment is not always the ideal vowel representa-
tion at all. Especially for the Dutch monophthongs /e, o, ¢/ a spectral transi-
tion is almost a "must" for correct identification of those vowel segments.
This spectral transition must go in the direction of /i, u, y/ respectively, but
has no need at all to reach those target positions. The other Dutch menophthongs
do not need such a clear spectral transition for a correct identification. Even
a minor transition, if present in those vowels, can lead to a different identi-
fication. Such a transition mostly occurs as a consequence of the consonant en-
vironment.

The final consonants in the context seem to have a greater influence on the
vowel characteristics than the initial consonants.
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5.4, FUTURE RESEARCH

The main goal of this thesis work was to find out whether a bandfilter ana-
lysis, followed by a dimensional representation of the spectral data, could ef-
fectively be used for studying the dynamic spectral characteristics of vowel
sounds and, also, for studying the effects of coarticulation on the spectral
qualities of vowel sounds, It seems justified to conclude from the results that
this is indeed possible. This means that this approach may be very useful in
further research on spectral analysis and coarticulation of time varying speech.

Broad and Fertig (1970), for instance, say in the conclusion to their arti-
cle that "The extension of (their) results to other vowels (than /I/), to more
general types of utterances, and to other speakers and dialects will obviously
require a rather massive body of data, An efficient automatic procedure for ob-
taining accurate formant-frequency measurements would aid such a program of stu-
dy greatly". We believe that we have an alternative for, what they call, an au-
tomatic procedure for obtaining accurate formant-frequency measurements. The in-
teresting results already achieved with the present data on the 270 CVC words
Justify an extension and deepening of these results. In a recently started pro-
Ject, supported by the Netherlands Organization for the Advancement of Pure Re-
search (ZWO), the influence of consonantal context on the dynamic spectral cha-
racteristics of vowels, diphthongs, and glides is studied in more detail (Pols
and Schouten, 1975). In that project, only a limited choice is made from all pos-
sible vowels and consonants but more attention is paid to the replicability
within and between speakers by using utterances from a certain number of spea-
kers and, also, a number of repetitions per speaker. Both CVC words spoken in
isolation and the same words embedded in a story read aloud from paper will be
used. Presumed regularities in vowel coarticulation effects will be verified by
means of perceptual experiments.

We expect that the results will afford a better understanding of the dyna-
mic processes of speech production and speech perception. It will present infor-
mation for specifying the coarticulation rules necessary, for instance, in syn-
thesis-by-rule. It will also ease the interpretation of the dynamically varying
acoustic-phonetic information in automatic speech recognition systems, not only

for isclated words but also for short phrases and continuous speech, uttered by
different speakers.
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SUMMARY

Vowel phonemes in carefully spoken monosyllabic words can be recognized very
easily by native subjects in an identification experiment in which the complete
syllables are presented. The results given in paragraph 2.5 of this study con-
firm this finding, even for resynthesized speech,

On the other hand, it is known that large differences exist between acoustic
realizations of the same vowel phoneme in different contexts. This is for in-
stance apparent in speech spectrograms, but it is just as clearly visible in a
dimensional representation of vowel bandfilter spectra, see paragraph 3.5.

The aim of the present research project was to study this spectral variation
in the vowel segments of 270 monosyllabic Dutch words of the type initial conso-
nant-vowel-final conscnant, spoken by three male native speakers. Other acoustic
aspects of the vowel sounds, Tike duration and pitch, were disregarded. A1l diso-
lated vowel segments were also presented to 27 native listeners for identifica-
tion. The results show to what extent the vowel phoneme can be uniquely identi-
fied on the basis of acoustic information alone. A comparison with the spectral
data reveals to what extent misidentifications can be understood from the aver-
age and/or dynamic spectral properties of the vowel segments.

A detailed spectral analysis of a large set of data, like the present set,
calls for an efficient and automatized analysis and data-processing system. How-
ever, automatic and fast formant extraction procedures are not readily availa-
ble. We furthermore are of the opinion that the formant parameters are not ne-
cessarily the most relevant parameters for describing speech perception.

As an alternative we used a bandfilter analysis, followed by a dimensional
spectral representation of the data in a low-dimensional subspace, somewhat si-
milar to the formant plane. The one-third octave bandfilter analysis simulates
the limited spectral resolution of the human hearing mechanism. The dimensional
spectral representation takes full account of the statistical variation and cor-
relation in the bandfilter levels of many 10-msec samples of analyzed speech.
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Paragraphs 2.1 to 2.3 give a detailed description of this approach.

In vowel segmentation and speech identification experiments, use of a pro-
grammable speech synthesis system is indispensable. Therefore, a computer-con-
trolled speech synthesis system was developed; it is in principle the mirror-im-
age of the speech analysis system, resulting in a vocoder-1ike total system. Pa-
ragraph 2.5 gives the details, together with intelligibility results. When the
synthesis system is used as a research tool, these results are satisfactory and
sufficient.

The total system made it possible to analyze and process in detail the set
of 270 CVC words; see Chapter 3. Spectral information is available every 10 msec,
giving all the data necessary for specifying the dynamic spectral behaviour.
This allowed us to describe quantitatively the dynamic spectral characteristics
of the Dutch diphthongs /auu, Ay, ei/; it furthermore demonstrated that the Dutch
vowels /e, o, ¢/ are also produced in a diphthong-1ike way, and behave differ-
ently when they are followed by /r/. There were other indications of coarticula-
tory effects in the spectral data. However, not enough replications were availa-
ble in the word Tist to draw firm conclusions.

By Tooking at the spectral data, and at the two-dimensional spectral repre-
sentation of the word as a trace, and by listening to (part of) the synthesized
word, we could isolate the vowel segments. The vowel segments, isolated in this
way, were then resynthesized and presented to subjects for identification. Con-
fusions made by the 27 subjects were often clear indications of coarticulatory
effects on the vowel segment. For certain vowel segments the confusions could be
understood from the average position of such a segment in the two-dimensional
spectral subspace. However, the dynamic spectral behaviour had to be taken into
account regularly in order to understand the misidentifications. The direction of
the final transitional part in the vowel segment was often more important than
the, often much Tonger, stable initial part.

The final consonant in the context seems to be of greater influence on the
vowel characteristics than the initial consonant.

Chapter 4 gives the details of the identification experiment, and a discus-
sion of the results. In Chapter 1 a review is given of what is found in the 1i-
terature about spectral and perceptual differences between vowel phonemes under
various conditions.

Ne have shown that the analysis, data processing, and synthesis system makes
it possible to study vowel coarticulation effects as well as the dynamic spec-
tral behaviour of vowel sounds in general. An extension to non-vowel sonorants
like nasals, 1iquids, and glides, is in preparation; it seems to be very promis-
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ing.
The results achieved so far with the data from the list with 270 CVC words
Justify more detailed research with more speakers and more replications.

SAMENVATTING

Klinkerfonemen in zorgvuldig uitgesproken eenlettergrepige woorden kunnen
gemakkelijk door proefpersonen in een benoemingsexperiment worden geidentifi-
ceerd, wanneer althans komplete lettergrepen worden aangeboden. De verstaanbaar-
neidsresultaten zoals gegeven in paragraaf 2.5 bevestigen dit, zelfs voor syn-
thetische spraak. Het is evenwel ook bekend dat er grote verschillen bestaan
tussen akoestische realisaties van hetzelfde klinkerfoneem in verschillende kon-
teksten. In spraakspektrogrammen fis dit duidelijk zichtbaar, evenals in een di-
mensionele representatie van bandfilterspektra van klinkers, zie paragraaf 3.5,

Doel van dit onderzoek is de spektrale variaties te bestuderen in de klin-
kersegmenten van 270 eenlettergrepige Nederlandse woorden van het type beginme-
deklinker-klinker-eindmedeklinker. De woorden werden uitgesproken door drie man-
nelijke sprekers. Andere dan spektrale, akoestische aspekten van de klinkerseg-
menten, zoals duur en grondtoon, werden in dit onderzoek niet in detail bekeken.
Alle 270 gefsoleerde klinkersegmenten van &én spreker werden tevens ter identi-
fikatie aangeboden aan 27 Tuisteraars. De resultaten tonen in hoeverre de klin-
kerfonemen eenduidig kunnen worden benoemd op basis van uitsluitend de akoesti-
sche informatie in de segmenten. Vergelijking met de spektrale data laat zien in
hoeverre de foutieve benoemingen kunnen worden verklaard uit de gemiddelde en/of
dynamische spektrale eigenschappen van de klinkersegmenten.

Voor een gedetailleerde spektrale analyse van een grote set data, zoals de
onderhavige, is een efficient en automatisch analyse- en dataverwerkingssysteem
gewenst. Automatische en snelle procedures voor het bepalen van de formanten
zijn tot nu toe zo goed als niet beschikbaar. Bovendien zijn wij van mening dat
formantparameters ook niet noocdzakelijk de meest relevante parameters zijn om de
spraakperceptie te beschrijven.
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Wij gebruiken een bandfilteranalyse, gevolgd door een dimensionele spektrale
representatie van de filternivo's in een laag-dimensionele subruimte, enigszins
vergelijkbaar met het formantvlak. De analyse met behulp van een-derde oktaaf
bandfilters simuleert de beperkte spektrale resolutie van het menselijk gehoor-
orgaan. De dimensionele spektrale representatie maakt cptimaal gebruik van de
statistische variatie in. en de onderlinge korrelatie tussen de bandfilterni-
vo's van vele 10-msec bemonsteringen van te analyseren spraak. Fen gedetailleerde
beschrijving van deze benadering wordt gegeven in paragraaf 2.1 tot 2.3.

Het gebruik van een programmeerbaar spraaksynthesesysteem is onmisbaar in
klinkersegmentatie- en bencemingsexperimenten. Daarom werd een komputer-bestuurd
spraaksynthesesysteem ontwikkeld. Het is in principe het spiegelbeeld van het
spraakanalysesysteem, hetgeen resulteert in een vocoderachtig totaalsysteem, De
details van het synthesesysteem, alsmede de ermee verkregen verstaanbaarheidsre-
sultaten staan beschreven in paragraaf 2.5. De resultaten zijn ruim voldoende
gezien het gebruik van dit synthesesysteem als onderzoekinstrument.

Het komplete systeem maakt een gedetailleerde analyse en dataverwerking van
de set van 270 eenlettergrepige woorden mogelijk, zie hoofdstuk 3. Door de spek-
trale analyse per 10 msec is alle informatie beschikbaar om het dynamische spek-
trale verloop nauwkeurig te specificeren. Dit maakt het bijvoorbeeld mogelijk de
dynamische spektrale eigenschappen van de Nederlandse tweeklanken au, uz en 27
(fou, Ay, ei/) kwantitatief te beschrijven; het toont ons bovendien dat de Ne-
derlandse klinkers ee, oo en eu (/e, o, ¢/) op een tweeklank-achtige wijze wor-
den geproduceerd, en een ander gedrag vertonen wanneer deze klinkers voorafgaan
aan de ». Alhoewel er tevens aanwijzingen zijn van andere klinkerartikulatie-
effekten in the spektrale data,bevatte onze woordlijst niet voldoende replika-
ties om deze effekten eenduidig aan te tonen.

Door de ocorspronkelijke spektrale data te bekijken, maar meer nog door het
verloop van het woord te bezien als spoor in een twee-dimensionele spektrale re-
presentatie, en door bovendien te Tuisteren naar (gedeelten uit) het gesyntheti-
seerde woord, konden de klinkersegmenten worden geisoleerd. Deze ge¥soleerde en
gesynthetiseerde klinkersegmenten zijn vervolgens individueel aan proefperso-
nen aangeboden ter identifikatie. De door de 27 luisteraars gemaakte verwarrin-
gen waren vaak duidelijke aanwijzingen van koartikulatie-effekten in de klinker-
segmenten. Een aantal foutieve benoemingen van klinkersegmenten kon begrepen
worden vanuit de gemiddelde positie van die segmenten in de twee-dimensionele
spektrale subruimte. Het dynamische spektrale verloop in de segmenten moest ech-
ter ook herhaaldelijk in de beschouwingen worden betrokken om de gemaakte fou-
tieve benoemingen te kunnen begrijpen. De richting waarin het laatste, meest dy-
136

namisch verlopende, deel van het klinkersegment zich bewcog was meestal belang-
rijker dan het, vaak veel langere, stabiele, beginstuk van het klinkersegment.

De eindmedeklinker 11jkt een grotere invloed te hebben op de eigenschappen
van de klinker dan de beginmedeklinker. In hoofdstuk 4 zijn alle details van het
benoemingsexperiment beschreven en worden de resultaten bediskussieerd. In
hoofdstuk L wordt een overzicht gegeven van hetgeen in de Titeratuur gevanden
wordt over de spektrale en perceptieve verschillen tussen klinkerfonemen onder
diverse omstandigheden.

We hebben in dit onderzoek laten zien dat het goed mogelijk is met het ge-
bruikte analyse-, dataverwerkings- en synthesesysteem klinkerkoartikulatie-ef-
fekten te bestuderen. Dok een studie van het dynamische spektrale verloop van
klinkers in het algemeen is goed mogelijk. De in paragraaf 3.6 cegeven gedetail-
Teerde beschrijving van de Nederlandse tweeklanken is hiervan een voorbeeld. Een
uitbreiding in de pichting van niet-klinker sonoranten, zoals nasalen en half-
klinkers is in voorbereiding; de eerste resultaten 1ijken veelbelovend. De tot
nu toe verkregen resultaten met de 270 eenlettergrepice woorden rechtvaardigen
meer gedetailleerd onderzoek met meer sprekers, meer replikaties en meer kon-
teksten.
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List of phonetic vowel symbols, to-
gether with the orthographic sym-
bols and Dutch key words.

Jaf a gaf
/a/ aa naaf
/ef e ken
/17 i fit
/et ee beek
i/ ie vies
/3 Q som
Jof o0 zoon
fuf oe doek
foe/ u rug
/e/ eu heup
/y/ uu tuut
78/ de
fau/f au pauk
Ihy/ uf muis
Jeif ei 14 3m

Fig. 3.5.7. For caption, see p. 86.
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ZWICKER, E. and FELDTKELLER, R. (1967). bas Ohr als Nachrichtenempfinger, S

Hirzel Verlag, Stuttgart.
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STELLINGEN

1
De dimensionele spektrale representatie van klinkers, gebaseerd op bandfilterni-
vo's, is in vrijwel alle opzichten gelijkwaardig aan de met meer moeite, en min-
der objektief, te verkrijgen formantrepresentatie.
11
De aanwezigheid van de /r/ als eindmedeklinker in zorgyvuldig uitgesproken woor-
den van het type beginmedeklinker-klinker-eindmedeklinker, beinvloedt in hoge
mate de spektrale eigenschappen van de in die woorden voorkomende klinker. Dit
effekt is het duidelijkst voor ee, oo, en eu (fe, 0, ¢/).
111
Voor een korrekte benoeming van de uit woorden geisoleerde Nederlandse tweeklan-
ken au, wi en et (fau, Ay, ei/) is de spektrale startpositie van deze klanken
zeer belangrijk, alsook een indikatie van de richting waarin de spektrale over-
gang zich beweegt. Het ook werkelijk bereiken van een specifieke eindpositie is
hierbij niet noodzakelijk.
1Y
Bij het psychoakoestisch aftasten van het 1ijnenspektrum van een komplex signaal
(cosinus-optelling) met behulp van de .pulsatiemethode", wordt bij grondfrekwen-
ties /" lager dan ca. 160 Hz voor frekwenties hoger dan ca. 157, geen redel beeld
verkregen van de ,interne representatie" van dit signaal.
T. Houtgast. Lateral suppression in hearing. Proefschrift. Amsterdam, 1974,
)
Grote voorzichtigheid s geboden bij het, in de naaste toekomst ook in Nederland
te verwachten gerechtelijke gebruik van spraakspektrogrammen ('"visible speech")
voor het qidentificeren van personen op grond van opgenomen spraak.
VI
De recente ontwikkeling van "speech understanding systems" benadrukt sterk de
syntaktische, semantische en zakelijke informatie in gesproken tekst. De tevens
in het signaal aanwezige akoestisch-fonetische informatie wordt hierbij ten on-
rechte naar de achtergrond geschoven.
VII
Indien een komponist prijs stelt op een goede verstaanbaarheid van de tekst van
vokale partijen dan dient hij geen noten boven F5 (f", BOO Hz) te Taten zingen.



VIl
De in een recent ontwerp van aanbeveling van de IS0 voorgestelde methode om het
nivo van een gesproken tekst te meten door maximale wijzeruitslagen op een dB(A)-
meter op het oog te middelen, gaat geheal voorbij aan reeds lange tijd beschik-
bare modernere meettechnieken,

Second draft proposal ISO/DP 4B70 for "Acoustics-Becommended methods for the
construction and calibration of speech intelligibility tests", augustus 1976..

I
Het feit dat leerlingen op school nieuwe woorden neg al eens verkeerd aanleren,
vindt mede zijn oorzaak in de vaak slechte akoestische omstandigheden in leslo-
kalen,

X

Alhoewel de Nederlandse klinkers ze, oo en eu (/e, o, ¢/) niet tot de tweeklan-
ken worden gerekend, is het dynamische spektrale verloop binnen deze klinkers
van wezenlijk belang voor hun kerrekte benoeming.

X1
Het is een misvatting te menen dat bejaarden, vanwege hun ouderdomsslechthorend-
heid, kunnen worden blootgesteld aan meer achtergrondlawaai. Voor een optimale
kommunikatie zijn juist stille en akoestisch goed behandelde ruimten gewenst.

K11
Behalve veiligheids- en komforteisen zouden aan het gebruik van een valhelm in
het verkeer ook eisen gesteld moeten worden betreffende de waarneembaarheid van
geluiden,

KITI
Uit frekwentie-selektieve maskeerproeven met klinkers blijkt dat de meest pro-
minente maxima in de omhullende van het amplitudespektrum (formanten) niet al-
tijd ook de meest dominante spektrale gebieden zijn voor een korrekte benoeming
van die klinkers.

X1v
Van wetenschappelijke onderzoekers kan niet worden verlangd dat zijzelf jaar in
jaar uit goed doordachte projektaanvragen produceren en bovendien die van ande-
ren beocordelen, wanneer steeds weer vele goede aanvragen door de subsidie-ver-
strekkende instanties niet (kunnen) worden gehonoreerd.

Stellingen bij: Spectral analysis and identification of Dutch vowels in mono-
syllabic words.
L.C.K. Pals Amsterdam, 16 juni 1977




