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DUST FORMING STELLAR WINDS

One attractive thing about investigating the lives of stars is the fact that all stereo-
types about stars seem to be true; the small ones live their lives quietly and calmly,
they do not use a lot of energy and they become very old and die peacefully, almost
unnoticed. The tough and heavy guys, on the other hand, are brutally polluting their
environments, possess all the gold and uranium, and live fast and die young (and very
violently). Neither the small and silent nor the violent types are the subject of this
thesis. This thesis is about the big middle class. While the middle class types are
swelling up towards the end of their lives, their careers are far from being boring. On
the contrary. As they get older, they become more and more productive. In fact, a
major part of the silicates, that we on rocky planet Earth use to produce glass and
computers, and the carbon that is in our trees, bodies, candy bars and that makes our
skates fit comfortably, has been produced by these aging stars. But, they are not just
hard workers. It is a well known fact that in nature beauty comes with age (Andersen,
1844; Carle, 1969), and this is surely true for these stars.

During the last decade, spectacular new observations of the final phases of siellar
lives have become possible. Three examples of observations of aging stars can be found
on the cover of this thesis. The first picture shows the star IRC +10216 (Mauron &
Huggins, 1999), which is blowing away its outer layers, in the form of a massive stellar
wind. Doing so, it forms concentric shells. Their presence indicates that the mass loss
rate is not constant in time. The second and third picture show slightly older objects
called the Egg Nebula, or CRL 2688 (Sahai et al., 1998), and the Cat’s Eye Nebula, or
NGC 6543 (Balick et al., 2001). After having blown away their envelopes, they are now
illuminating and ionizing the nebulae they created. The detailed observations of these
reveal the presence of a wealth of small scale structures. With a smaller telescope, and
therefore in earlier days, these nebulae looked like round, greenish disks. This explains
why we still call them Planetary Nebulae.

With the research presented in this thesis, we aim to contribute to the knowledge
of the process of aging of ordinary stars, of the type of our sun and up to cight times
heavier. In particular, we are interested in how a star, with its simple spherical shape,
can turn into a weird shaped nehula, with all kinds of clumps, shells and more messy
structure in it. We present how we found out, carrying out numerical hydrodynamics
simulations, about the origin of the concentric shells seen around dying stars. It turns
out that, indeed, the mass loss rate is not always constant. This is caused by the fact
that the gas is not directly blown away from the star. The small, solid ‘dust grains’,
that form in the cool envelopes of aging stars, intercept radiation from the star and
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are pushed outward. They drag the gas along. The force they exert on the gas is not
always constant: it depends on e.g. the density of the gas and the size of the grains.
This can lead to modulated outflow. To understand why, just think of why it is not
very comfortable to ride in a carriage that is being pulled by a horse on an elastic band,
instead of on a solid bar.

A major amount of time was spent on the development of a special purpose hydro-
dynamics code for dust forming stellar winds. The innovative aspect of our code is that
we allow the grains that form in the envelope to drift through the gas. Comparing with
previons calculations, we have replaced the solid bar by an elastic band and have thus
introduced an extra degree of freedom. The code is based on the FCT/LCD method
for solving the differential equations of gas flow and it uses centered differencing. We
assuime spherical symmetry and use an Eulerian grid. Not just the flow of gas and dust
are calculated, but also their chemical reactions and (in a simple form) their interaction
with the stellar radiation. Chapter 2 is entirely devoted to an extensive description
of the background of and the physics going into the hydrodynamics calculations. In
Chapter 3 and 4 we discuss the results produced by the code and we attempt fo explain
how and when mass loss modulation in stellar winds arises.

This first chapter has two aims: to provide the framework for the rest of the thesis
and to summarize the main results in it. In the first three sections, we give a general
intraduction to the topic of dusty stellar winds, We briefly review the stellar evolution
theory concerning the last stages of a stars life in Section 1.1. Next, in Section 1.2,
we inform the reader about the role of dust grains in astrophysics and in particular in
the final stages of intermediate mass stars. Thereafter, in Section 1.3, we discuss some
basic stellar wind theory, thereby presenting the equations that underly the numerical
work presented in the rest of this work. In the final section of this introduction we give
an outline of this thesis and we summarize the main results.

1.1 From MAIN SEQUENCE TO PLANETARY NEBULA

Stars are born from gas clouds that collapse under the influence of gravitation. Due to
the enormous compression, the temperature and density in the core of the proto-star
become high enough to start hydrogen fusion. From that moment we speak of a star:
a gas sphere in which nuclear fusion takes place under the influence of self-gravitation.
Let us, from now on, focus on the life of a star like our sun. The mass of a star at
birth more or less determines its fate, Another important aspect for the evolution of a
star is its place of birth: a star inherits the chemical composition of the environment in
which it was born. Although most of the matter that callapses into a star is hydrogen,
the small fraction of heavier elements influences the long term evolution, A star of 1
Mg takes approximately 10'Y years (which is 80% of its total life time) to convert all
the hydrogen in its core, through the PP chain-reactions (slightly more heavy stars,
> 5 Mg, ‘burn’ their hydrogen in the CNO cycle), into helium. During this time, its
luminosity and temperature remain approximately constant. Hence, the star just sits
on the Main Sequence (MS) of the Hertzsprung-Russell (HR) diagram, that describes
the evolution of its luminogity and temperature.

Figure 1.1 shows the HR diagram for a sun-like star. The star moves away from the
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MS when no more hydrogen is left in its core so that the nuclear fusion process stops and
the core contracts. Therefore, the hydrogen shell just outside the core is pulled towards
the hot center and becomes hot enough to burn. This heats the outer layers of the star,
which expand and cool down. The star is now redder and more luminous than before:
it has moved up to the Red Giant Branch (RGB) of the HR diagram. Meanwhile,
the contracting core of the Red Giant gradually gets hotter and hotter and eventually
reaches helium ignition temperature (~ 10% K). This leads to a further increase of
the temperature but not of the pressure, because the helium core is degenerate. The
resulting runaway process of helium burning and further heating amounts to the helium
fash. Thereafter, the star reaches a phase of quiet core helium burning and shell
hydrogen burning. The luminosity and radius of the star have decreased. The position
in the HR diagram depends on the chemical composition of the object. Stars of low
metalicity (0.2 - 0.002 % heavy elements, population II stars) form a Horizontal Branch
(HB) along which their exact position is determined by the mass, and hence by the
amount of mass lost in the stellar wind during the RGB phase.

When almost all the helium in the core has turned into carbon, the nuclear processes
in the center stop again and the evolutionary story sketched above is more or less
repeated, but now with hydrogen burning replaced by helium burning and carbon
products instead of helium products. The star again evolves towards a red giant stage,
and this second giant phase is called the Asymptotic Giant Branch (AGB). On the
early AGB, helium burns in a shell around the core and heats the outer layers so that
the star expands and indeed turns into a giant again.

After one to ten million years, depending on the initial mass of the star, the outer
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hydrogen burning shell ignites again. This is the onset of the Thermally Pulsating
AGB (TP-AGB) phase. During this phase, which lasts 500 thousand to ten million
years, the inner (helium), and the outer (hydrogen) shells burn alternatingly. Helium
produced in the outer shell is deposited on the inner shell. There, the temperature
and density increase and the triple alpha process (3 “He — '*C) is accelerated. This
initiates another helimm burning event: the thermal pulse or helium shell flash. Due
to the energy released during a TP, the star expands and cools. Hence, the nuclear
fusion processes in the shells stop {and the luminosity drops) until hydrogen ignites
again to start the next thermal pulse cycle. Depending on the mass of the star on the
main sequence, five to a hundred thermal pulses occur. During each of these cycles,
the temperature of the star gradually decreases, while its luminosity increases.

After each TP, nucleosynthesis products (1He, 2C and s-—process elements') are
mixed into the envelope. The amount of carbon that is transported to the envelope, or
rather the C/O abundance ratio there, is decisive for the further chemical evolution.
Once the envelope is cool enough to allow the formation of molecules, CO is one of
the first molecules to form. Since the CO molecule is stable, the C and O atoms used
do not take part in further chemical reactions. In M stars (C/O £ 0.8) oxygen is left
after CO formation and in O stars (C/O > 1.0) not all of the carbon is incorporated
in CO. Hence, an M star develops a chemistry based an oxygen and the chemistry
of the envelope around the C star is characterized by the presence of carbohydrates.
Also the solid dust grains, that start to form as soon as the envelope has sufficiently
cooled, either consist of silicates, in the case of an M star, or they are polyaromatic
hydrocarbons or simply soot particles, if they are nucleated in the envelope of a C star.

In this thesis, we are mostly interested in the extended envelope in which the stellar
wind originates during the evolution on the AGB and beyond. Above, we briefly
mentioned the formation of grains. They are very important in driving the AGB
wind. Dust grains intercept the stellar radiation in a wide range of wavelengths, get
accelerated by radiation pressure, and drag the gas away from the star. AGD stars
are known to be Long Period Variables (LPVs), with pulsation periods of 100-1000
days. These stellar pulsations originate in the outer photospheric regions and should
not be confused with the thermal pulses (see above) which arise in the helium shell
around the core. The stellar pulsation is also a driving force for the wind. In the
first place because mechanical energy is pumped into the atmosphere, and second,
because pulsations lead to shock waves that create density and temperature structures
beneficial for grain formation.

AGB stars lose mass at a fairly high rate (up to 10~ Mg y~1). The velocities in the
wind, however, are low (~ 10-30 km s~ ') so that AGB winds are dense. Stars with a
main sequence mass in the range of one to eight solar masses are, on the AGB, stripped
off to a mere 0.5 — 1.0 M. The bare core of the former giant star will eventually evolve
into a white dwarf (WD),

A low or intermediate mass star leaves the AGB when the mass in the envelope has
dropped to about 0.01 Mg. The mass loss rate at that time has decreased a few orders
of magnitude, compared to its maximum value on the TP-AGB, but the velocities in

L §low neutron capture onto heavy elements, far example strontium, zirconium, niobium, technetium
(the 'light’ s—process elements), and barium, lanthanum, cerium, needymium (‘heavy’ elements) (c.f.
Groenewegen (1993))

1.2, DUST AROUND EVOLVED STARS - ]

the wind have increased. The naked white dwarf and the circumstellar shell that it has
blown away on the AGB can no longer be called a star. The dwarf and shell together
are called a post-AGB object,

The temperature of the white dwarf gradually increases during the post-AGB phase,
The circumstellar shell becomes illuminated and ionized and is called a Planetary Neb-
ula (PN). PNe have many different shapes and are amongst the most beautiful objects
in the sky. The bipolar structure of a main fraction of the PNe can be explained if
the slow and dense AGB wind is denser at the equator than at the poles. The fast
post-AGB wind running into the donut shaped AGB nebula would then produce the
observed bipolarity [Balick et al., 1987; Icke, 1988). The enormous progress made in
ohservational techniques during the last decade, enables high resolution observations,
especially at visible (HST) and X-ray (Chandra) wavelengths. The ISO satellite and
its infrared spectrometers revealed the enormous chemical richness of evolved stellar
objects. These new observations provide a wealth of information on the shape of and
the smaller scale structure in PNe. Also on the basis of observations of post-AGB
objects and even AGB stars (Marengo et al., 2001} it has become clear now thaf mass
loss on the AGB is often not in the form of a smooth, stalionary wind, as was assumed
until recently.

1.2 DUST AROUND EVOLVED STARS

Tt is difficult to imagine a world without solids. Tt is therefore surprising that it took
people so long to raise the question where solid matter comes from. More than two
centuries ago Herschel made the first step to the answer of this question by first raising
another question: “Why are there holes in the distribution of stars in the sky?”. In the
next two centuries people learned that in fact there were no holes but there was some-
thing blocking the light of the stars at some places in the sky. Hoyle & Wickramasinghe
(1962) attributed the interstellar extinction to carbon dust grains that originated in
the outflows of red giants. Nowadays it is commonly accepted that most grains, not
Jjust carbonaceous grains but also silicates, are formed in the atmospheres of late type
stars. The grains escape from there in the stellar wind. This can be seen from Fig. 1.2,
which shows the infrared spectra of the AGB star OH 26.5+0.6, the post-AGB object
HD 161796 and the planetary nebula NGC 6302. The expansion, and hence the cool-
ing, of the dust shell as a function of age is observed from the fact that the continuum
of the PNe spectrum peaks at longer wavelengths than that of the post-AGB and the
AGB object. Spectra like these provide a wealth of information on the composition,
and hence the origin and the environment at the time of formation. of dust around
late type stars. The broad absorption features at 10 and 18 micron for OI 26.540.6
are due to amorphous silicates. The narrower features around 23, 33 and 40 micron
indicate the presence of crystalline silicates and those around 43 and 60 micron are
caused by crystalline water ice. Note that the spectrum of NGC 6302 also shows a
number of atomic lines,

The interstellar medium (ISM) is continuously being enriched with dust from stellar
envelopes. In the ISM, grains can be destroyed by shocks and UV photons. A next
generation of stars that forms from the ISM, consumes the molecules released in the
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B Freure 1.2: ISQ spectra of an AGB star
8001 OHE 54108 (OH 26.5+0.6), a post-AGB object (HD
161796) and a planetary nebula (NGC 6302).
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final phases of the lives of their progenitors. Planets may form in the circumstellar disk
that is the left over from the nebula in which the star formed. These stars on their
turn will die, and further enrich the composition of the ISM.

Solids form through the condensation of supersaturated vapour: the pressure should
be high enough and the temperature has to be quite low. Grains are sensitive fo shocks
and UV light, which easily destroy them. The environment, therefore, has an enormous
influence on the life of the grain. Conversely, the presence of grains has a huge impact
on the environument. Grains are good absorbers in a wide wavelength range and re-
emit the incident radiation isotropically. Grains experience radiation pressure and are a
means of converting radiation into kinetic energy. Also, small solids provide a location
for chemical reactions. Summarizing, we see that when doing calculations in an area
of the p T plane in which dust grains may be present, one needs fo take their presence
into account since their evolution is intimately connected with the evolution of the
environment itself. This is definitely the case for winds from AGB stars.

1.8 YTELLAR WINDS

Almost all stars lose mass. For the sun this was first demonstrated by Parker (1958),
gee also MacGregor (1998). The mass loss rate of the sun is about 107 Mg y—!. This
is small compared to the loss due to nuclear fusion, ﬂ:fm,m = Lg/ ¢?, so the mass loss
in the wind will have virtually no effect on the evolution.

Massive stars (M > 30 Mg) suffer high mass loss rates already at a younger age.
Their stellar winds have been studied observationally for more than a century. Ex-
amples are luminous blue variables (LBVs), Wolf—Rayet (WR) stars, O stars and BA
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supergiants. The clearest spectroscopic signatures of mass loss are the profiles of lines
formed in the expanding atmosphere, The classical example for hot stars is the P Cygni
profile, which has a redshifted emission ‘bump’ (due to stellar continuum photons that
are scattered towards the observer) and a blue shifted ‘trough’ (photons initially head-
ing for the observer are scattered out of the line of sight), see e.g. Fullerton (1997).
Good observational indicators of dust driven mass loss are extended shells (see Fig. 1.2),
gas phase CO and HCN emission lines and OH maser lines.

The rate at which a star loses mass and the time dependent behaviour of the wind
are both connected to the position of the object in the HR diagram. In general the
mass loss rate is low, M < 1072 Mg y ', for objects at the lower main sequence and
increases with luminosity (up to 107%-10~* Mg y~!). Several modes of mass loss can
be distinguished: quasi-stationary; periodic and semi-regular; and episodic mass loss.
Although there is a large variety in loss rates and modes, there are only two basic
driving mechanisms for stellar winds: radiation and waves.

Winds fram ohjects with a high luminosity are generally induced by radiation. Ra-
diative acceleration goes via line absorption in the case of hot stars or via dust and
molecular absorption in cooler stars. Wave energy input in the form of shocks (for
LPVs and Miras) and acoustic and MHD waves (K Giants) drives the wind in pulsat-
ing stars. The fact that radiation driven outflows, especially for giants, show variability
suggests that a cooperation of both driving mechanisms is quite common (Sedlmayr &
Winters, 1997).

All types of winds, hot or cool, fast or slow, dense or dilute, radiation driven or
pressure driven, can be described by a single basic physical formulation. The mass-
continnity equation dictates that, in ahsence of sources, the matter that flows out of a
certain shell has to How into one of the adjacent shells. Accordingly,

M = 4ar?p(r)u(r) (1.1)

Hence, if there are no sources or sinks of matter (e.g. due to dust formation) the
mass loss rate is constant throughout the atmosphere for a stationary outflow. In
this introductory section, we only discuss stationary solutions. We do this because
this shows clearly the structure of the equations that are used in the time dependent
calculations which are the actual topic of this thesis.

The equation of motion in the stationary wind is

dv 1d GM
fie e f e Sk ] (1.2)

where the first term on the right: hand side is the outward force due to the gas pressure,
the second term is gravity and the third term is an extra force. Assuming that the
atmaspheric gas can be described by the ideal gas law, the pressure derivative can be
written as
1dp RedT RgTdp
P e S s (1.8)
pdr fidr pp dr
Differentiation of Eq.(1.1) and substitution of this derivative and of Eq.(1.3) in Eq.(1.2)
yields
dv 22 de2 GM 5 8
= =4 (T T + f(r}) /(b - (fF) (14)
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FIGURE 1.3: The effect of a force of the form f(r) o I'(r)/r® with I(r) = 0 for r < rq for
various values of 74. The panels at the left hand side show the distribution of I'(r}. The frames
at the right hand side show the actual flow velocity (solid line) and the flow velocity for the case
T(r) =0 ¥ r (dotted line) in terms of the velocity at the critical point (a). The location of this is
annotated with a tick mark. This figure is adopted from Lamers & Cassinelli (1999) in a slightly
modified form. '

Here ¢, is the isothermal sound speed:

@ el (1.5)

If v* = ¢2, equation Eq.(1.4) has a singularity. Therefore there are six different types
of solutions for the momentum equation. There is only one solution that can represent
a stellar wind. This is the solution that starts subsonic and has a finite, supersonic,
velocity at infinity. Tt passes through the critical point, the location of which is, in an
isothermal envelope, given by

_GM  f(re)r?
°T 28 222
Note that in the isothermal case the critical point coincides with the sonic point v = ¢
but that this is not true in general (Lamers, 1997).
The atmospheres that are studied in this thesis are definitely not isothermal. How-
ever, the isothermal case can be used to study the effect of the force f(r). The ex-
pression for the location of the eritical point, Eq.(1.6), shows that an outward force f

it o¥r) =¢

(16)
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pulls the critical point inwards. Hence, v = ¢, is reached at a lower value of » than
was the case in the absence of the force. At the same time, the velocity gradient below
the critical point decreases if a force f is added, see Eq.(1.4). Thus, everywhere below
the critical point, addition of an outward force leads to an increase of the velocity. For
stationary winds, in the absence of mass source terms, the mass loss rate is constant
throughout the atmosphere (see Eq.(1.1)). This implies that an outward force results in
an increase of the mass loss rate, when applied below the critical point. This condition
is crucial, I f is of the form

f(r)=20 for Py
flr) >0 for  r>my (1.7)

and rq > 7, it is easily seen from Eq.(1.6) that the eritical point is not pulled in. Hence,
the force does not increase the mass loss rate in that case. It does, however, increase
the velocity of the wind. This is due to the fact that for r > r., a positive force will
increase dv/dr. Figure 1.3 illustrates the effect of a force of the form f(r) o« I'(r)/r?
on the location of the critical point and the on the mass logs rate. This increases if
the force is nonzero in the subsonic region, as can be seen from the increased velocities
(with respect to the case in which the force is not active in the subsonic region).

The name we gave the boundary of the region in which the force operates, ry,
suggests a connection with dust forming envelopes. Such a connection indeed exists: the
region of dust formation in the circumstellar envelopes of AGB stars is quite precisely
located and the critical point can always be found in the vicinity of this region.

Hermnce, the force due to radiation pressure oun dust that drives the wind on the AGB
is of the form Eq.(1.7). So, without having done any modelling one can already state
that only the dust that forms below the critical point can lead to an increase in the mass
loss rate. For this reason it is extremely important that numerical models cover the
lower part of the atmosphere and not just the outer regions: the important physical
processes occur between the photosphere and the sonic point. This too is the most
challenging region for a numerical hydrodynamics code, since transonic winds are not
trivial.

1.4 THESIS SUMMARY

In the previous sections, we have described the general context of the research in this
thesis. We discussed the late evolutionary stages of solar-type stars and we mentioned
the fact that they produce dust, which is essential for driving the stellar wind. Finally,
the basics of stellar wind theory were given. In the current section, we first give a
brief cutline of the research (Section 1.4.1). Thereafter, we give a detailed summary
of the main results. Section 1.4.2 is the summary of Chapter 2, which describes the
implementation of various physical processes in a numerical hydrodynamics code for
dust forming stellar winds. In Sections 1.4.3 and 1.4.4 we highlight the results from
the calculations performed in Chapters 3 and 4. Ideas for future work on dust forming
stellar winds as well as other applications of the hydrocode are discussed in Section
145,
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1.4.1 RESEARCH GOALS AND SETUP

As is often the case in scientific research, the original research goal for the project
resulting in this thesis was quite different from the results finally obtained. The aim
of this work was to develop a new two dimensional numerical hydrodynamics cade in
order to investigate the transition from the AGB to the PNe phase. Two fluid flow
was meant to be just a feature of the code, but when developing the one dimensional
test version, grain behaviour appeared to have a major influence on the flow in the
circumstellar envelope.

The extra degree of freedom introduced by grain drift turned out, to our surprise,
to permit the genesis of & wind with a modulated mass loss rate at a time scale of the
order of a hundred years. Without grain drift the outflow is much smoother, and only
disturbed by the influence of the stellar pulsation, which has a much shorter time scale
(typically a few hundred days).

The presence of concentric shells around certain PNe was known. Their origin was
unknown, however, and their characteristic time scale could not be related to thermal
pulses (which occur once every ten thousand to hundred thousand years) or stellar
pulsations (every few hundred days). Linking our mass loss modulations with the
observed shells was an attractive thought. The justification of this connection was
provided by a paper by Mauron & Huggins (1999), very shortly after we first found
mass loss variability in our AGB star calculations. They reported the detection of shell
structure around the post-AGB object TRC+10216, and thereby suggested that the
shells had formed when the star was still on, or had just left, the AGB.

To ensure that the mass loss modulations in our calculations would still exist by the
time the gas had reached a distance equal to the size of the shells around IRC410216, we
extended our calculated grid out to approximately 1000 R,. At this distance from the
star, the match between the observed time scale and shell/inter shell density contrast
and the values coming from our calculations was good.

It is often thought that, as soon as a certain effect occurs in a model, the modeller
knows the origin of the effect. In our case this was not at all true. By comparing
our caleulations with and without drift, we could see that drift was important. DBut
we could not immediately tell what caused the mass loss variability on this particular
time scale. Our calculations are self-consistent. This means that we provide a set
of initial parameters for the star and all the rest of the evolution of our model is
generated within the calculation itself, without further interference. Therefore, the
results generated with our hydrodynamics code can be as surprising to us as the details
of an observation can surprise the observer.

The remaining time of the PhD project was spent on trying to find an answer to the
questions of how and when exactly these shells can form around AGB stars. Doing so,
one of the original aims of the research, namely generating a two dimensional hydro-
dynamics code, was deferred to a later time. Although not exactly in the way it was
originally meant, the work deseribed in this thesis has contributed fo a deeper under-
standing of the evolution of an AGB star to a Planetary Nebula, We have shown that
the concentric shells around PNe originate on the AGB. More important is the conclu-
sion that something as easily averlooked as grain drift, can have profound implications
for the dynamical evolution. More generally, we have shown that the circumstellar
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F1aurE 1.4: Schematic representation of the interdependencies between the various flow variables,
forces and stellar parameters that are taken into account in our hydrodynamics code.

envelope is an extremely nonlinear environment in which various effects show extreme
interdependencies. Hence, simple assumptions like a constant outflow velocity and a
power law for the density distribution are very likely to underestimate and overlook
the fascinating physical processes that take place in and are decisive for the evolution
of the envelope.

In the remaining part of this summarizing chapter, we will first highlight the de-
tails of our hydrodynamics code, as described in Chapter 2. Thereafter, we answer
the questions how and when (i.e. under which conditions) shell structure forms. The
answers to these questions summarize the contents of the Chapters 3 and 4.

1.4.2 A NUMERICAL HYDRODYNAMICS CODE FOR DUST FORMING STELLAR WINDS

In Chapter 2, we provide the complete ‘recipe’ for our hydrodynamics code. After
giving an introduction to the ideas behind numerical hydrodynamics, we present the
details of the FCT/LCD (Flux Corrected Transport/Local Curvature Diminishing)
method applied (Boris, 1976; Icke, 1991). A general code for fluid flow becomes a
tool for a specific setup by the incorporation of source terms (‘forces’). We perform
caleulations of the gas flow from dust forming stellar winds, in which grains can drift
with respect to the gas. Hence, the sonrce terms that we take into account are gravily;
the nucleation, growth and evaporation of grains; radiation pressure on grains; the gas
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pressure; and the drag force between grains and gas. For the implementation of the
latter, we present a new method, based on individual gas-grain collisions. This allows
us to keep track of the momentum transfer between both fluids on a much shorter time
scale than the hydrodynamical time scale. It provides an expression for the drag force
in which no assumptions about the value of the drift velocity have to be made. We
discuss extensively the implementation of the forces, as well as the calculation of the
equilibrivun chemistry network for the gas.

With the ingredients mentioned, our code is self-consistent: to start a caleulation,
only the mass, luminosity, effective temperature and the pulsation perind and ampli-
tude of the central star and the carbon-to-oxygen abundance ratio in the envelope have
to be provided. Results generated hy the code involve all the relevant fow variables
as velocities and densities (for gas and dust), grain size, pressure, temperature etc.
The importance of self-consistency lies in the extreme interrelations that exist between
the various chemical, dynamical and radiative processes in the envelope. An elaborate
overview of various feedbacks and instabilities that are a result of these interrelations
is given by Woitke (2001).

In Figure 1.4, we give an overview of the various relations between flow variables,
forces and stellar parameters that are taken info account in our hydrodynamics code.
From this figure, it is immediately clear that feedback loops and instabilities may show
a different behaviour of even completely disappear if simplifying assumplions are made,
Examples of assumptions that are offen made are stationary fHow, fixed grain sizes, a
limited incorporation of the radiative processes and the neglect of grain drift. Tt is
one of the main results of this work that we find a new instability loop, that causes
modulated outflow if grain drift is taken into account. On the other hand, we too, make
assumptions, e.g. we do not fully calculate the radiative transfer. This is inherent in
modelling but it is important to be aware of the possible consequences.

To determine if our code is producing reliable results, we compare our caleulations
with the results from other groups. When doing so, we run our models in a single fluid
mode, so omitting grain drift, because no two-fluid caleulations with which we can
compare our work exist. The results of our hydrodynamics code in single fluid mode
appear to be comparable to previous results of other groups with similar codes.

1.4.3 HOW DO SHELLS AROUNTD MASS LOSING LATE-TYPE STARS FORM?

Chapter 3 contains the results of the first two-fluid calculation. For that, we used
the stellar parameters of the extreme carbon star IRC +10216 (Winters et al., 1994).
Without applying a time dependent inner boundary, or any other time dependent, force,
onr calenlations reproduce the concentric shells around this object. Both the time scale
of the modulation and the shell/intershell density contrast found in our models match
the observations. From these results, we conclude that the shells are formed by a
hydrodynamical oscillation in the envelope, while the star is on the AGB. Responsible
for this effect is a subtle mechanism, invelving an intricate nonlinear interplay between
gas-grain drift, grain nucleation, radiation pressure, and envelope hydrodynamics. In
previous calculations by other groups the shells were not [ound because either grain
drift, or a self-consistent description of the grain chemistry were not part of the model.
Figure 1.4 shows that this can indeed prevent such an oscillation to take place.

L, THESIS SUMMARY . 13

Foliag
becomes
afliciant

drag farce switch

3 : =
grains mJC‘I‘OISICOJDIC aiflclent
stay briefly collisions radiation

In growin
zane

local small-grain

local large-grain
feedback loop

feedback loop

drift-

velocity
Increcises

gas velacity

low mass loss rafe high mass loss rate

smcller
greins

larger
grains

radiation pressure

radiation pressure :
and chemical rates

and chemicol rafes

global hydrodynamic
feedack loop

hyaradynamics

FIGURE 1.5: Schematic representation of the mechanism driving the mass loss variability. For
details, see Section 1.4.3.

A schematic representation of the mechanism driving the mass loss variability is given
in Fig. 1.5. The physical processes mentioned in it relate to the subsonic parts of
the envelope, Only there, changes in the driving forces have effect on the mass loss
rate. Obviously, there are two modes of outflow: low and high mass loss. The mass
loss rate is low when the momentum transfer from grains to gas is inefficient. The
velocity of the gas, in this phase, is low and we also refer to this phases a the ‘slow
phase’. The drift velocity of the grains is high, so the passage of the grains through
the zone in which grain growth is efficient, is fast. This results in small grains. Small
grains are very efficiently accelerated by the radiative force, because they have a large
surface to mass ratio and because the grain extinction cross section is proportional to
the geometrical cross section. So, during the phase of low mass loss, the average grain
gradually becomes smaller and drifts faster.

If the mass loss rate is high, exactly the opposite feedback loop determines the fate of
the grains. The momentum transfer rate is high so that the gas reaches high velocities
(hence the ‘fast phase’) and the drift velocity of the grains is low. Hence, the grains
move relatively slowly through the region of efficient grain growth. This results in
rather large grains, with a large collision cross section and therefore a short mean free

path. This, in turn, leads to a high momentum transfer rate and a further decrease of
the drift velocity.
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The two turn-around points, that mark the end of the slow phase and the onset of the
fast phase and vice versa, turn out to be triggered by one single process: the sudden
increase of the drag force at the end of the low mass loss (slow) phase. This increase
is a result of the quadratic dependence of the drag force on the drift velocity: the
increasing drift leads to an increase of the momentum transfer per gas-grain collision
and it prevents a further decrease of the rate of collisions due to the declining grain
size. The new efficiency of the drag force heralds the onset of the fast phase with its
high mass loss rate. The suddenness of the transition involves the development of a
shock and hence a rarefaction wave moving towards the stellar surface. This wave,
that is a direct consequence of the onset of the drag foree, brings a decrease of the gas
density. As a result thereof, grains can no longer grow as efficiently as before and their
mean free paths increase again. Hence, the onset of the slow phase is triggered by the
same process that ended it during the previous cycle. The time scale of the mass loss
modulation is the time required by the rarefaction wave to cross the dust forming part
of the subsonic region.

1.4.4 WHEN DO SHELLS AROUND MASS LOSING LATE-TYPE STARS FORM?Y

In Chapter 4, we investigate under which circumstances the outflow of an AGB star
is subject to such mass loss modulation. To do so, we run a series of 20 models,
with various values for the stellar parameters T,, L. and M,. Also, we include stellar
pulsations. These do not disturb the mechanism that causes the mass loss modulation.
We find that mass loss modulation is a transient phase on the AGB. With increasing
luminosity and decreasing effective temperature and stellar mass, the outflow gradually
becomes smoother. Hence: late AGB (high luminosity, low temperature) stars are more
likely to have smooth outflows than early AGB (low luminosity, high temperature)
stars, Note that the usage of ‘late’ and ‘early’ should not be taken too literally here:
as a result of the thermal pulses both the temperature and the luminosity are not
monotonic functions of time.

The density scale height at the bottom of the envelope,

Rt L
U(R) = 2

= 1.8
(R < MLT3 (18)

turns out to be a useful quantity to describe the variability behaviour. For early
AGB stars it is low, and for late AGB stars it is high. Due to its dependence on
the temperature and the luminosity (through the radius), the scale height is not a
monotonic function of time either. But since the mass of an AGB star decreases,
H(R.) increases, although not strictly, with time.

The higher H(R.), the flatter the density gradient. In combination with the rela-
tively low effective temperature in late AGB stars, this enables the formation of grains
at lower radii than in early AGB objects. Hence, the radiative force and the drag force
are active at these low radii already. Consequently, in the AGB objects with a large
density scale height, the sonic point is located closer to the star than in the AGB ob-
jects with a small scale height. Therefore, the subsonic region in the first is narrower.
This leads to a shorter time scale for mass loss modulation. The amplitude of the
modulation is constrained by the scale height as well. In objects with a large density
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scale height, the density in the subsonic region is relatively high and the maximum
drift velocity is therefore limited.

Summarizing, our calculations provide indications for the existence of a transient
phase of mass loss modulation on the AGB. The mass loss both increases and becomes
smoother towards the end of this phase. For objects in an earlier evolutionary phase,
prior to this ‘variability strip’, it seems possible that only the grains are driven out.
Note that we do not intend to claim that objects that are located below the variability
strip in the HR diagram cannot have a dusty wind. It is very well possible that stars
with mass loss that is not caused by radiation pressure on dust reach a state in which
their envelope enables the formations of grams (Salpeter, 1974a). At the very end
of the AGB, when, as a consequence of the rapidly increasing temperature, the scale
height drops again, another phase of high grain drift might ocecur.

Finally, we compare our calculations with drift taken into account with an identical
series of calculations without drift (single-fluid flow). We show why the importance of
grain drift is easily overlooked: If grain drift is assumed to be negligible, so that gas
and grains are forced to have the same velocity, the amount of momentum transfer to
the gas is artificially kept high. This leads to a relatively large density in the subsonie
region. In such an environment, deceleraling collisions with the gas occur [requently.
Consequently, the drift velocity of the grains is low and the neglect of prain drift seems

justified.

1.4.5 FUTURE WORK

The results obtained with our hydrodynamics code have provided an explanation for
the occurence of spherical shells around (post-)AGB objects and PNe. Moreover, from
the fact that these shells form while the star is still on the AGB we gained new insights
in its long term evolution. Still, the detailed images and spectra that have become
available during the last decade, show much that we cannot explain. To improve our
understanding of the late stages of stellar evolution of solar-type stars, we need to
extend our models. There are many ways to make the hydrodynamics code used in
this research more realistic, we mention three of them here.

First, the implementation of the physical processes that are taken into account could
be improved. E.g. one could take into account the complete grain size distribution,
instead of assuming all grains to have the average grain size. Also the interaction of
the radiation field with the gas and the dust could be improved by simultaneously
solving the hydrodynamics equations and the full radiative transfer problem.

Most PNe are far from being spherically symmetric. Hence, in order to fully under-
stand the transition from an AGB star into a PN, hydrodynamical simulations in more
dimensions are the way to proceed. Two dimensional hydrodynamical calculations of
PNe have been succesfull in explaining the bipolar shape of many of them (Balick
et al., 1987; Icke, 1988), assuming the presence of a donut shaped AGB nebula. By
extending our hydrodynamics to higher dimensions, we may actually learn what causes
the formation of this equatorial density enhancement at the end of the AGB.

The final point of improvement to be mentioned here is the time coverage of the
model caleulations. Tn Chapter 4, we have drawn conclusions about the long term
evolution ol stars on the AGB, on the basis of calculations that did not even cover
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a complete thermal pulse cycle. We have used external prescriptions for the basic
stellar parameters (mass, temperature, luminesity etc.). In reality, there is a mutual
dependence between the properties of the central star and the envelope. The most
trivial example is of course the influence of the mass loss rate on the mass of the
star. When performing caleulations which cover a number of thermal pulse cycles, the
influence of the mass loss on the central star must be taken into account. Especially
in combination with stellar evolution caleulations, this will provide new insights in the
long term eveolution on the AGB and beyond.

Combining the suggested improvements will very likely contribute to a better under-
standing of the late stages of stellar evolution. However, an extention of a numerical
code brings about an increase in the CPU time required to perform the calculations.
This is definitely the case for the improvements proposed above, so that combining
them is not yet possible with the current generation of computers.

We have seen that taking into account grain drift in dusty stellar winds leads to
instabilities that were unknown before. It is very likely that two fluid How is also
important for other astrophysical problems in which both gas and dust are present. As
a first step towards a broader application of our hydrodynamics code we have adapted
our code for the calculation of gas flow in circumstellar disks (Kamp & Simis, 2001).
The aim of these calculations is ta see i the grains can completely decouple from the
gas. In that case, the grains are driven out by the radiation pressure, but the gas is not.
In a viscous disk, this may lead to the re-accretion of the gas. Since the re-accretion
takes places after the formation of dust, the gas is depleted in metals. This scenario
might explain the extremely low metal abundances observed for a number of post-AGB
objects and for the A Boo stars.

1.4.6 STYLE

The reader may have noticed that, although only one author was mentioned on the
cover of this thesis, this work is written in the ‘we’ form. There are a number of reasons
. for this. One of them is the fact that scientific research is always based on cooperation.
Science is based on asking guestions, and the best and most critical questions arise
in discussions with others. Two of the chapters in this thesis have appeared (or will
soon appear) in scientific journals as papers with three authors on them. The first
author has her name on the cover of this thesis. The tradition at Leiden University,
however, does not allow mentioning the other authors in the acknowledgements. Their
contribution and enthusiasm, though, have been of great value. It is also therefore that
this thesis is written in the ‘we’ form.
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STARTING A STELLAR WIND

! The slow and dense winds by which Asymptotic Giant Branch (AGB) stars eject their
envelopes are driven by radiation pressure on grains that form in the wind, Through
these grains various physical processes become tightly coupled, resulting in an ex-
tremely nonlinear system involving large scale and molecular dynamics, chemical re-
actions, nucleation, growth and evaporation of graius, and radiation transport. The
interaction between these physical processes can easily become very complicated. In
order to correctly interpret observations or to make predictions about the behaviour of
the envelope it is therefore essential to develop self-consistent numerical models. These
should be based on the equations of motion for gases, i.e. hydrodynamical models,
comhined with radiative transfer calculations and chemical networks. In the context
of dust driven winds from AGB stars, a number of these models has been developed;
we will discuss them in the next chapter.

The purpese of this chapter is to provide an overview of all ingredients going into
such maodelling. The presentation of results is deferred to the next chapters. We give a
detailed description of the technigues and methods underlying the hydrodynamics code
that we have constructed and we provide references to alternative approaches. Also, we
want to discuss the difficulties involved with the implementation ol the various physical
processes as source terms in the numerical hydrodynamics. We will not spend much
time deseribing the detailed mathematical background and concepts of computational
Huid dynamies; many good sources exist in the literature and we will refer to them
whenever needed.

Producing a numerical hydrodynamics code for general fuid flow is straightlorward.
There are many papers and textbooks which provide an almost step-by-step manual
to do so. Examples are Boris (1976) and Icke (1991) who together provide all the
ingredients to get started with the FCT /LCD code, or the very complete textbook by
Laney (1998), or the lecture notes by LeVeque (1998). In order to calculate the flow
for a specific (astro)physical setup one will however always need to take into account
physical effecis as source terms. The incorporation of these is less trivial, first, because
they will almost always introduce new interdependencies between the flow variables
and, second, because all of them have their characteristic time scales, which may differ
by orders of magnitude from the dynamical time scale.

Even the most sophisticated, complete and self-consistent hydrodynamics code is
completely useless without carefully constructed boundary conditions. Since nature

1The contents of this chapter averlap largely with Simis et al. (2001a). Section 2.2.4 is published
as a part of Simis et al. (2001b)
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does not possess boundaries this is a non-trivial problem. The imposed behaviour of
the boundary cells can have huge implications for the results of the calculations and
therefore needs great atiention. We discuss boundary conditions which are meant to
influence the flow on the grid and also boundary conditions designed to influence the
flow as little ag possible.

Related to this is the problem of the initial conditions. Starting a numerical hy-
drodynamics calculation is always an unphysical event and may give rise to transient
solutions which are mathematically correct but do not represent a realistic physical
state. We discuss several possibilities to smoothly start the computation.

Although we focus in this paper on the construction of a hydrodynamics code to
calculate the dust driven winds from AGRB stars, the methods we use and the prob-
lems we discuss are very generally encountered when modelling (astro)physical fAluid
flow. We have fried to construet this chapter so that the reader interested in numerical
hydrodynamics of any kind of flow, but not interested in the implementation of the
physics specific Lo the problem of winds from AGB stars can easily skip these parts
without missing any of the points we make.

2.1 NUMERICAL IYDRODYNAMICS

2.1.1 BASIC PRINCIPLES

Numerical hydrodynamics is, roughly spoken, based on two facts. Firstly, it is possi-
ble to translate a Partial Differential Equation (PDE) inte a Finite Difference Scheme
(FDS). Secondly, over the years people have invented methods that enable to com-
pensate for the fact that these FDS are intrinsically discrete, which is necessary for
numerical calculations, whereas gas flow is a continuous process. In this section we aim
to make the reader familiar with the basics of numerical hydrodynamics. We present
a step-by-step overview of the method we have nsed in our AGB wind numerical code.
. Also, we will mention alternative methods and provide references to useful literature,

FiNITE DIFFERENCE THEORY

The basic equations for hydrodynamics are the conservation equations for mass, mo-
mentum and energy. We write them in advection form:
ow = dvw)
ot ar

= 5(r,1) (2.1)

where w = w(r, t) is the How variable (i.e. the mass, momentum, or energy density),
is the transport velocity, and S{r, ¢) is the source term. Note that here the coordinate r
denotes a Cartesian coordinate and that we have limited ourselves to one dimensional
flow. Other coordinate systems will be treated later.

The basic equations of hydrodynamics (Eq.(2.1)) form a non-linear system of first
order hyperbalic equations. There are various ways to translate this kind of equations
into a Finite Difference Scheme (FDS), i.e. to discretize them. which is needed to
use them in a numerical calculation. A very complete overview of Finite Difference
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Methods, as well as a thorough introduction to the principles of computational gas
dynamics can be found in Laney (1998). In a more concise review, in which a wealth of
other useful references can be found, LeVeque (1998) covers the most relevant matter
as well,

In our AGB wind code we have used the following discretization scheme (Icke, 1991),

At .
L i 1 i
W = — u%(wnﬂ —wy,_q) + 84t (2.2)
where the subscripts and superscripts represent the position index and the time index
respectively. This FDS is an Euler scheme which uses centered differencing, and gives
second order accuracy in space. Furthermore, it is an explicit scheme, i.e. variables at
time step [ + 1 do not depend on other variables at [ + 1,

wntt = f({w'}). (2.3)

Implicit schemes, on the other hand, allow -w;“ to depend on both values of w in
nearby cells at time { and [ + 1,

wit = g({w'} {w' ). (2.4)

In this case, a nonlinear algebraic system has to be solved at each grid point for each
time step. Hence advancing one time step with an implicit scheme in general is more
time consuming than in an explicit scheme. On the other hand: the time step to be
taken in an explicit code is limited (see below) whereas in an implicit scheme it can be
chosen freely. In our applications, we have used an explicit scheme. We have done so
because our hydrodynamics code is suitable for two-fluid hydrodynamics, which brings
about complicated and extremely non-linear sources terms so that an implicit method
would be very inellicient.

STABILITY, CONSISTENCY AND CONVERGENCE

The time step in an implicit code can simply be taken to be equal to the desired time
resolution. In an explicit code one has to take into account that there is a maximum
communication speed u (the sum of the local fluid velocity and the sound velocity)
which limits the time step as follows:
P At (=
g=lg < 1 (2.5)
This is the Courant-Friedrichs-Lewy (CFL) condition (Courant et al., 1928). It says
that the physical domain of dependence must completely lie within the numerical do-
main of dependence. This means that no information (density fluctuations, pressure
waves) is allowed to travel faster than the sound crossing time through a computational
cell, Ar. Note that At should be equal for all r, so that the numerical time step in
fact has to be the minimum of Eq.(2.5) over all coordinates. The presence of source
terms, i.e. forces with their own characteristic time scale, may constrain the time step
even further. The numerical time step must obey the CFL condition in order to have
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stability. We will address this issue below and will see thai respecling FEq.(2.5) alone
is not always sufficient to achieve stability.

Eq.(2.5) only provides a mnecessary condition for stability, a proper analysis is re-
quired to determine an accurate stability condition in terms of At and Ar. A useful
criterion is given by the linear stability analysis by Neumann (c.f. Colella & Puckett
(1997)). A solution of the homogeneous equivalent of Eq.(2.1) is

w(r,t) = Wete™ (2.6)
Or, in discrete form (on a homogeneons mesh)
.wfl =3 W;'{ea'.&t)le'iw'név‘. (2.7)

Here (e72*) is the amplification factor. This factor should be smaller than or equal to
unity in order to ensure that the scheme is stable. In that case one can be sure that
enhancing time resolution does not lead to larger errors. Now define

4 ="t (2.8)
k= wir, (2.9)

Substitution of Eq.(2.7) in the homogeneous Eq.(2.2) then leads to

At
f=14iv—sink. 2,
+iv Kr sin k (2.10)

Hence A
90" =1+ {v&—)z sin’ &, (2.11)
7

which means that the amplification factor exceeds unity for every combination of At
and Ar. Thus the centered differencing Euler scheme is unstable, even for combinations
of Af and Ar that satisfy the CFL condition.

~ The local truncation error (LTE) of a numerical method can be found by inserting
the exact solution of the problem into the FDS at a single point in space time. The
LTE is a measure of how well the FDS locally models the original differential equations.
A numerical method is called consistent if the LTE goes to zero if Ar and Al become
infinitely small. If a method is both stable and consistent it is called convergent.

GRID

Nurnerical hydrodynamics caleulations are performed on a IV + 1 dimensional grid,
where N is the number of spatial dimensions of the problem. For now, we limit our
discussion to the case of one spatial dimension and a Cartesian geometry. The simplest
grid in this case is a grid with equidistant steps in both space and Lime. In practice,
the time resolution of the grid will not be fixed a priori but will be determined just
before the time step is taken. In explicit calculations subsequent numerical time steps
will only be of equal size if the flow is stationary.

The grid spacing in the spatial dimension also does not need to be uniform over the
range of the grid. In general the best choice is to choose the finest grid spacing in the
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region where one can expect the steepest gradients in the fow variables. In regions
where the flow is expected to be quiescent the cells should be chosen as big as possible,
since taking unnecessarily small cells is memory consuming. It is recommended to
make the grid smooth: the sizes of adjacent cells should not differ more than a few
percent, otherwise artificial source terms will be introdnced, for which one will need to
correct.

If one expects steep gradients to occur at various locations and times, e.g. in the
case of moving shocks, an adaptive or moving grid may be useful. This can simply
be achieved by using a Lagrangian formulation of the fluid equations. In that case
the grid points move along with the fluid. Boris (1976), in his step-by-step treatment
of the Flux Carrected Transport method (which will be introduced below) provides
ready-to-use expressions in both Eulerian and Lagrangian coordinates. Alternatively,
the grid points can be moved to concentrate around regions of rapid variation of the
flow variables. A more sophisticated approach is Adaptive Mesh Refinernent (AMR),
in which grid cells are split into smaller cells whenever a higher resolution is desired
to resolve the structure of the local flow. A good brief introduction to AMR can be
found in the lecture notes by LeVegue (1998) and Dorfi (1998) and references therein.
The advantage of adaptive grids is that they provide the desired resolution everywhere,
depending on the evolution of the flow. The disadvantage is that recalculating the grid
and re-mapping the How on the grid takes computer time and there is a risk of losing
accuracy.

For our applications we use a fixed grid with a high resolution near the stellar
surface, where the driving of the AGB winds and all the interesting physical and
chemical processes take place, and a much wider grid spacing further out. The cells in
our grid are distributed according to

?‘[ﬁ] '—T[n_ 1] _ =1/ mman—1
e e

where 1.5 18 the number of cells in the grid, and g is the size ratic between the
innermost and the outermost cell. Both can be defined by the user to create the
desired grid.

2.1.2 METHODS FOR NUMERICAL HYDRODYNAMICS

Once the differential equation is tramslated into a FDS it can be used to calculate
the evolution of the flow variables. From Eq.(2.2) it appears to be straightforward
to calculate the state {w™'} from {w™}. This however is not the case, because the
FDS does not cover more than the second order of the Fourier expansion of Eq.(2.1).
The second term in the r.h.s. of Eq.(2.2) can be interpreted as the net advective flux
through the boundaries of cell n with the adjacent cells. Obviously, the fluxes are
very poorly approximated because the higher order terms are omitted. The various
numerical methods distinguish themselves by the way in which the fluxes are calculated.

When interpreting the advective terms in the numerical scheme as fluxes one speaks
of a Finite Volume Method rather than of a Finite Difference Method. The difference
between both is that the flow variable w) is not considered as an approximation to
the single value w(r,,{;) but as an approximation of the average w over the interval
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Ar = (ry_1s2,7pe1/2). The main advantage of this is that this way the numerical
method i8 guaranteed to be conservative (“what flows out of a certain cell must flow
into one of the adjacent cells”). We will later show how our FDS can be represented
as a finite volume method.

One can distinguish two different categories of methods for solving the Euler equa-
tions: flux approaches and wave approaches (or Riemann solvers). An extensive intro-
duction to wave methods can be found in the book by Laney (1998). An example of
a wave method is the Roe solver (Roe. 1891). Roe’s method is based on the use of
characteristics. These are the trajectories of the flow discontinuities (shock, contact
discontinuity and rarefaction wave) in space-time.

A completely different method, not based on solving the Euler equations at all,
is the Bhatnagar-Gross-IKrook (BGIK) (Bhatnagar et al., 1954; Slyz & Prendergast,
1999) method. A very clear outline of this method can be found in lecture notes by Xu
(1998). The BGK method makes use of kinetic gas theory, so that, in contrast with
Fuler methods, it is also applicable in non-equilibrium states, like strong shocks.

In the remaining part of this section we will discuss in detail the flux based method we
have used in our AGB wind code.

FCT/LCD

In this section we describe the FCT/LCD method. FCT is short for Flux Corrected
Transport and was developed in the seventies by Boris & Book (Boris & Book, 1973;
Book et al., 1975; Boris & Book, 1976; Boris, 1976). Their papers provide a very clear
description of the method and can be easily used as a manual for the development of a
FCT code. Inorder to suppress unwanted high-frequency behaviour near discontinuities
in FOT calculations, Icke (1991) added the concept of Local Curvature Diminishing
(LCD). We present below this FCT/LCD scheme, with a small modification of the
LCD tferm. Initially, we will present the equations in finite difference form and in one
. dimension and Cartesian coordinates. Afterwards, we present the method in finite
volume form and we will give expressions for the equations in spherical and cylindrical
symmetry. Also we will address the idea of a two step, predictor-corrector method.

It was shown by e.g. Icke (1991) that centered differencing (c.f. Fq.(2.2)) without
any modification is unstable since the amplitude of each partial wave solution is multi-
plied by a complex number with absolute magnitude larger than unity. This means that
advection of a pure sine wave will produce a sine wave which shows a gradual increase
of amplitude. The obvious way of opposing this is to intraduce diffusion. This is done
by inserting a term for numerical or artificial viscosity (von Neumann & Richtmyer,
1950). The diffused homogeneous differential scheme is
'“"-i:: = -wﬁ e Vﬂ(wix—l == Q'w.f, it urie—i—[)

=tk — fw(-u,!f_Irl —at Y+ ugwt_ — 2wl +wl ) (2.13)

where 'L'uf} is the advected flow variable, defined by the Lh.s. of Eq.(2.2). For stability

we need ¥ < & and v > 1¢%, hence ¢ < 1. This implies the CFL condition Eq.(2.5)

becomes a sufficient condition for stability when numerical diffusion is added to the
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Euler scheme. Furthermore, phase errors can be suppressed up to fourth order by

choosing ]
1 ¥
y=g + 3 (2.14)
Though numerical viscosity is helpful to acquire stability it also has disadvantages.
It turns out that for advection speeds close to zero, a considerable artificial diffusion
speed is produced by second-order errors. The diffusive character of munerical viscosity
makes it a powerful tool fo suppress instability but at the same time causes a general
smoothing of the flow profile. This is a most unwanted effect since a major part of
the interesiing physical phenomena (narrow dust formation region, shocks) show sharp
structures.

To solve the problem of the diffusive systematic errors it seems reasonable to apply
diffusion only where it is needed, i.e. near steep gradients, where the risk of unstable
behaviour is large. This is what the Flux Corrected Transport (FCT) method does.
FCT consists of two major stages. In the first step the advection and diffusion (c.f.
Eq.(2.13)) are carried out, in the second stage an anti-diffusive flux is applied wherever
diffusion was not essential for the stability of the solution. The anti-diffusion equation
can be derived as follows (Boris & Book, 1973). As mentioned in the previous section,
phase errors can be suppressed up to fourth order by choosing the right value for
the numerical diffusion coefficient, see Hq.(2.14). Unwanted diffusion in case of low
advection speed is a more serious problem. When the advection speed is zero, a pure
diffusion equation is produced from Eq.(2.2)

1 ”
wP = w! + E(wiz = 2wk +wl ) (2.15)

The exact salution however should be w2 = w!. When we assume the intended solution

after the anti-diffusion step (wiP) to be equal to wiF! we can write

1
wl = whP 4 é(w;‘}]_al — 2upP +whP)) (2.16)
Solving this implicit equation would lead to the corrected solution. However, for the
applications we have in mind an explicit method is preferred. Therefore we derive from
Eq.(2.16) the following explicit anti-diffusion equation

-
AD D 0 By oD
wp =y — g(wﬂ_l — 2w, +wiq) (2.17)

In the general case of nonzero advection speed the scheme becomes

- - 3 f & ¥
wp® =w}, ‘fn(wizﬂ _w'fz—l)—"_uﬂ('wn-l—l_2“‘|‘f1+1’”£1—1) _#'re(w1?+1 —2wp +wp ;) (218)

With the choice

62

- = 2.19
: (2.19)
relative phase errors in a locally uniform grid are reduced to fourth order (Boris &

Book, 1976; Icke, 1991).

p,:

o =
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The modifications of the quantity w, should be interpreted as advective, diffusive, and
anti-diffusive fluxes through the boundaries of cell n:

AD i ;1 o i 1
w, = ‘”“I'H-_E'R-Fl.flz[w'u-{-l o ﬂ"'n,) + En— ]/2(“‘%1\ = CHES] )+
I ! i !
Vn+l/2(w-n.-l-] - wn) - yﬂ—l/?-'(wﬂ- - wﬂ-—i)_
D D D D
,U-n:—lz'z(?”-nu =i | ;un—lfﬂ(ww — e 1) (2.20)
Or,
AD L A A D D AD AT
Wy =Wy — Folym +E et Fe — Fasipp — Funipp + Filype (2.21)

The fact thal we now also need to know the values of our flow variables at the cell
boundaries rather than the cell centers poses no problem. On the contrary: we will
later discuss the implementation of the current FDS in a two-step predictor-corrector
method, in which we actually want the fluxes and velocities to be defined at the cell
boundaries.

A drawback of merely applying anti-diffusion is the fact that it might introduce
artificial extrema or accentnate existing maxima and mimima. This vielation of mono-
tonicity (Wesseling, 1992) will cause ‘wiggles’ near discontinuities and is of course
unwanted. To correct for non-monotonic behaviour, FCT algorithms contain a fluz
limiter. The idea is to limit the anti-diffusive fluxes so that nowhere on the grid anti-
diffusion pushes the density value beyond the density value in the adjacent cells. A
further constraint on the FCT scheme is that it should not vielate conservation, i.e. a
flux that contributes positively to the density in a certain cell should contribute nega-
tively to the density in another cell. In other words, the FCT scheme should not create
matter, momentum or energy at cell boundaries.

Flux limiters make the F'CT scheme non-linear since linear monotone schemes are
at most first order accurate (Harten et al., 1976). Boris & Book (1973) constructed
a positive, conservative, flux limiting FCT scheme in which the anti-diffusive Huxes

Fﬁflﬂ in Eq.(2.21) are replaced by the FCT Auxes
Fii?/z = Sgn(&n+1/2)

MAX{0, MIN[SEU(Am-uz)An_lm Sgll(fﬁnﬂ/?)/—\nwﬂ_!u r‘ﬁn+1;’2|f3u+u2 I} (2.22)

Where
Dpyipp = wpy —wh (2.23)

It is easy to see that this FCT flux does what it should do. First, near a maximum
or minimum it becomes zero; R}:f’{[“ =0if Apq1ys and A,_1y9 or A, 3/ (or both)
have opposite sign. Hence, near extrema diffusion is not opposed by anti-diffusion.
If neither grid point m nor grid point 1 + 1 shows an extremum for w and if the
slope of the w profile is nonzero there will be anti-diffusion. The anti-diffusive flux
will be directed opposite to the diffusive flux FP. Its size is given by the original
anti-diffusive flux (Eq.(2.20)) unless this flux pushes w4 beyond w3 or w, beyond
Wr—1- In that case the anti-diffusive flux is limited to a flux that leads to w, | = w9

or w, = w,_; respectively. This concept will maintain monotonicity. Since FLSE,Q
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appears in Eq.(2.20) and a similar expression for grid point n 4 1 with opposite token
the scheme is obviously conservative.

Icke (1991) points out that the FCT scheme, when applied to (astrophysical) situa-
tions involving large gradients, may be rather noisy. He presents a method to suppress
the very-high—frequency Fourier (VIIF') components by selectively reducing the effec-
tiveness of anti-diffusion, using Local Curvature Diminishing (LCD). In this method,
the second derivative of the flow variable is used as an indicator for the amount of
VHE power. The anti-diffusive flux is modified by a substitution of the parameter p
as follows

ﬁ'n+lj2 = Hn+1/2 — 'r'?|H|n+|/2 [2-24)

Here, 1 is a positive parameter of which the value will be determined hereafter and H
is a four point second derivative divided by the local average valie of the flow variable:

We 1 — Wy — Wyp1 + Wnao
Wy + a1

Hyj1p = (2.25)
A useful choice for 7 is found by demanding 1,41 /2 = 0 for the shortest wavelength,
Amin- On a compulational grid of grid spacing Ar we have Ani, = 4Ar. Hence we
have a maximum value for the phase number k (see Eq.(2.9)) given by

2r T
Ik:ma.x = )lmiu A?" = E (226}
Substituting Eq.(2.7) in Eq.(2.25) one finds that, for all n,
|Hlnt1j2 =2~ 2cosk (2.27)

(Icke, 1991). Hence, indeed |H|,;/» has a maximum value of 2 for k = kmax. So,
demanding fi,q1/2 = 0 for & = kumax one finds that for all n maximal suppression of
the VHF components is reached for

- (2.28)

INCORPORATION OF SOURCE TERMS

Above, we have presented the FCT/LCD method for the homogeneous PDE. But in
our AGB wind code, none of the hydrodynamics equations is homogeneous. On the
contrary, we will be dealing with stiff source terms, for which a very accurate imple-
mentation is crucial. Straightforward incorporation of the sources in the FCT/LCD
scheme will not give reliable results however. This is because the presence of a source
term does not have any influence on the diffusive fluxes, but it will influence the anti-
diffusive fluxes, which are caleulated from the diffused flow variable, which is (replacing
the homogeneous form Eq.(2.13)) given by

D !

W, =t — €r;("wi+1 5 w;_l) + v”(w.f&_l — 2ul + mj,__H) N (2.29)

Van Leer (1984) and Eulderink (1993), based on an earlier method by Liu (1979),
proposed a more accurate incorporation of the source terms. A description of the
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implementation of this method in the FCT /LCD code is given by Icke (1991). The idea
is to remove the unwanted anti-diffusion of the source terms by partially incorporating
them in the advective fluxes. With

F??+1/-2 = én1/2(W 1 + 0h) + pnsrjz(ra — 1) (Snv1 — Sl (2.30)

it turns out that the errors in the source term are reduced to fourth order.

FINITE VOLUME METHOD

A more general form for the continuity equation (2.1)
dw 1 4 1 G 9 oD,
— — (™" =— D C D; 2.31
o + re=1 gr O ro—1 ar (r 1) +Cag ar iy i~y
Tn this expression, D) is a vector quantity in the divergence source term, Dy is a scalar

quantity in the gradient source term, Dy is a source term in non—derivative form, and
€ and C5 are constants. The shape of the grid is determined by o

tp=1 Cartesian coordinates and symmetry
o =72 Cylindrical |, i i
a=3 Spherical " - -

Following Boris (1976) we introduce the cell volumes {A,} (n=1,-- k) and the cell
interface areas {4, 1,2} (n=1,-++,k):

Ay [-T,“_;_]/g = ?"q,_,ug] An—l—ljz =1 (a — 1)
Ap=m [ro 1/ ‘“""3—1;2] Apprje = Trpqay2 (o =2)
An=Flrp 11 /2 — a1yl Anyijpg =511 (& =3)

The FDS, in that case, only taking into account the advective fluxes (c.f. Eq.(2.2)),
reads

A

=1 r T er—1 _ 3 ;
Wi — Uy, 1 (T.n,+l;2wn+l/2vn+1;2 T‘n_]_ffgu‘n—l/ﬁuﬂ—l‘(ﬁ_)'

1
At TR Priifs — Ti—1/2

r_t—l
Cy "y 1,"->"!:J1|'”-+1,f"2 i lf)Dl n—1/2 Ll D, m1/2 Dj 1/2
a—1

n Tht1/2 — Pn—1/2 Tnt1/a — Tn-1/2

+Ds3,, (2.32)

For a Cartesian grid

Ao =4, (Tn—lfil + g 1;"2)- (2.33)
When assuming the same for @ = 2,3 we automatically find the equation in finite
volume form

Wil =Waln — Ayt oW 130041208 + Ay oW1 20y jp A
Ci(Ans1/2P1ni1/2 — An1/2D1 n1/2) B+
Gg {D‘B,‘n-l-‘l_,"’? = D'Z,-n—l/? )At + DﬁlnA-,LAt (234}

With this format, conservation is indeed guaranteed: the Hux through cell wall n+1/2
takes away from cell n exactly the amount of mass, momentum or energy that it adds
to cell n+1, see Fig. 2.1. Addition to this scheme of the diffusive and FCT/LCD fluxes
in finite volume form is straightforward, see also Boris (1976).
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Figure 2.1: Finite Volume Method: 1,104, _12A% is the volume, located in cell n — 1,
the contents of which will flow into cell n during Af. Similarly, the contents of the volume
Vg jadn 12 A will flow from cell m into cell n + 1 during this time step.

TWO-STEP PREDICTOR-CORRECTOR METHOD

The flux through cell wall n —1/2 is proportional to the fluid velocity at this location.
More precisely, the total influx through cell boundary n — 1/2 during time step At =
t#1 — ¢! is proportional to v,_i 24, 1/34A¢, ie. to the volume, located in cell n — 1,
the contents of which are transferred to cell n during At. This is illustrated in Fig. 2.1.
Since the fluid velocity itself is also a time dependent variable this volume is better

approximated by v‘tﬂl’;'g n—1/24¢ than by vﬁ:_lf,gA,,_I;QAt or ufﬁ'll jgAn—1/24t, this
ig illustrated in Fig. 2.2. The corresponding FDS will be of the form
AH1y2 L1/2 >
whtt = wl + P - PO (2.35)

In order to be able to update w according to Eq.(2.35), it is necessary to first calculate
the velocities after half of the time step. This is done by first performing a predictor
step, over At/2. From that we than can calculate the fluxes at time { +1/2 at the cell
walls. Subsequently, these are used in Eq.(2.35), which is called the corrector step. We
use the two-step predictor corrector method as in Boris (1976), though various similar
methods exist (e.g. Richtmyer, MacCormack or Lax Wendroff (Laney, 1998)).

2.2 IMPLEMENTATION OF PHYSICAL PROCESSES IN NUMERICAL HY-
DRODYNAMICS

In the previous section, we have provided the tools to construct a nnmerical hydrody-
namics code. Although we have done so having in mind the development of a hydro-
dynamics code for the calculation of dust driven winds from AGB stars, the theory
and techniques discussed are very general. In this section, we will discuss the physical
phenomena that are relevant to AGB winds and their implementation in the hydrody-
namics code.

Hoyle & Wickramasinghe (1962) suggested that radiation pressure on grains could
be a driving mechanism for the observed winds from late type stars. In the following
years observational evidence for the presence of dust grains was given by e.g. Ney &
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Allen (1969) and Hackwell (1972). Salpeter (1974b; 1974a) provided a first, bui very
complete, overview of the consequences of the presence of grains in stellar outflows.

Today, the idea that winds from late type stars can be dust driven is generally ac-
cepted. Small solid particles form in the extended atmospheres of dying solar type stars
(1-8 My). These grains are efficient absorbers of stellar radiation in a broad wave-
length regime. They experience a net outward radiation pressure and move through
the gas with nonzero drif velocity. In the absence of grain drift, gas and dust particles
will collide frequently due to the thermal motion of the gas, but no net momentum
transfer from one state to the other will take place since the collisions are random.
When the grains are accelerated with respect to the gas due fo radiation pressure,
the rate of collisions between particles of both ‘fluids’ increases. Moreover, now there
will be momentum transfer from grains to gas because the velocity distribution of the
grains is no longer random.

Clearly, the mechanism of dust driven winds depends on the complex interplay of
various processes, such as grain formation, growth and evaporation, radiation pressure
on grains, fluid flow etc. Numerical hydrodynamics provides an excellent tool to explore
parameter space of dust driven winds and to find out more about the way the relevant
physical processes influence each other. Preferably, a numerical simulation should
be self-consistent. In general this means that only the initial state is provided and
everything else is calculated within the code. Hence, a fully self consistent code includes
gas chemistry, grain formation and growth, gas-grain interactions, time dependent
hydrodynamics in which all states are separate, but coupled, fluids, radiative transfer
atc.

The first (stationary) numerical model calculation, including gravitation, radiation
pressure on dust, momentum transfer from dust to gas and grain-growth and sputter-
ing, was presented by Kwok (1975). Since then, various groups have modelled several
aspects of the outflows of late type stars. Stationary models, focused on a realistic
implementation of grain nucleation and growth, have been developed in the "Berlin
group’, initially for carbon rich objects (Gail et al., 1984; Gail & Sedlmayr, 1987) and
recently also for the more complicated case of silicates in circumstellar shells of M stars
(Gail & Sedlmayr, 1999). Two-fluid models, in which not necessarily all the momen-
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tum absorbed by the grains is transferred to the gas, have been studied by few people.
Berruyer & Frisch (1983), Berruyer (1991) and MacGregor & Stencel (1992), pointed
ouf, that, for stationary and isothermal atmaospheres, the assumption of complete mo-
mentum coupling breaks down at large distances above the photosphere and for small
grains. Self-consistent, but again stationary, two-fluid models, considering the grain
size~distribution, dust formation and the radiation field were developed by Kriiger and
co-workers (Kriiger et al., 1994; Kriiger & Sedlmayr, 1997). Time-dependent hydro-
dynamics has been applied to study pulsations (Bowen, 1988; Fleischer et al., 1992).
The coupled system of radiation hydrodynamics and time-dependent dust formation
was solved by Héfner et al. (1995).

Two-fluid time dependent wind models were computed in the very early work of
Woodrow & Auman (1982) and by Mastrodemos et al. (1996). Both models are
not self-consistent, however and Mastrodemos et al. adopt a simplified description
of grain formation and give only a heuristic description of the inner 5-10 R,. It is
the aim of this work to combine the aspects mentioned above and construct a two—
fluid, time-dependent hydrodynamics code that self-consistently calculates the out-
flow under the assumption of spherical symmetry, for a given set of initial parameters
(M., [, Ty, €0 j0). The main physical and chemical processes in AGB winds are the
gas chemistry, grain nucleation, growth and evaporation, radiation pressure on dust
and momentum transfer from grains to gas through collisions. These processes will be
discussed in this section. We will extensively address the way in which the chemistry
and the physics are modelled and the implementation of the models in numerical hy-
drodynamics. The implementation of physical and chemical processes as source terms
in a numerical hydrodynamics code can be straightforward, e.g. in the case of gravity,
or totally non-trivial, as is the case for the momentum transfer (collisional drag force)
from grains on the gas. In general we can say that taking into account a certain physi-
cal or chemical process as a source term in the hydrodynamics equations becormes more
difficult if the characteristic time scale associated with it becomes small compared to
the dynamical time scale. Except for the gas chemistry, radiation transport, and stellar
pulsation, the physical and chemical processes discussed below will appear as source
terms in the hydrodynamics equations. These equations, which are all of the form of
Fq.(2.1), are the continuity equations for the gas and the dust and the momentum
equations for both. An energy equation for the gas could be added as well. Because
of the proximity of the luminous central star, we use an external method to calculate
the temperature stratification, and hence we can omit the energy equation. The source
term in the continuity equations for the gas and dust, Seond,g.d, covers the nucleation,
growth and evaporation of grains. In these processes maftter is transferred from one
state to another. Since the total mass is conserved we have
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The source terms of the momentum equation are the forces relevant for the wind system.
These are gravity, the pressure gradient, the radiative force (radiation pressure), the
viscous drag force and the momentum transfer due to the formation or destruction of



30 2. STARTING A STELLAR WIND

grains. Note that dust grains have no appreciable thermal motion so that dust pressure
is not considered. Radiation pressure on the gas is negligible. The momentum equations
are

18 opP :
a(_pg‘r:gj T ?—2 5(?‘2{)‘%%‘:) = — E i fdrag.g - fgravfg + UgScond,g (2.37)
8., . 18,, ,
E{P{]T"[.{) i ﬁ g("zﬂd'“g) = .frad -+ .fdl‘ag‘,d. - fg'ravfd = UgSeond.g (2'38)

These equations form a system of two fluid hydrodynamics, i.e. gas and dust are each
described by their own set of hydrodynamics equations. The equations couple via the
source terms. The momentum equations couple via the viscous drag force of radiatively
accelerated dust grains on the gas, Since no momentum is lost, we have

fdra,g.g e _fdrag.ri {239)

The drag force is proportional to the rate of gas—grain collisions and the momentum
exchange per collision and is therefore of the form

farag = Tangnamg|vp|up (2.40)

where ¥, is the collisional cross section of a dust grain and vp is the drift velocity of
the grains with respect to the gas. In Section 2.2.4 we extensively discuss this force
and the way in which it can be implemented in numerical hydrodynamics.

The radiative force (radiation pressure) on grains is of the form (cf. Eqg.( 2.77))

Lykapa
dre

.lernd et [241)
where s is the mass extinction coefficient of the dust. In Section 2.2.3 we discuss the
implementation ol the radiative force. The maost simple force is gravity

Gﬂ’f* Pd,g

2

Seravdg = (2.42)
Since the implementation of the gravitational force is straightforward, we do not discuss
it. The radiative force is large compared to gravity, in the case of dust driven AGB
winds. One should, however, not use this as an argument to neglect gravity. Our
computations show that, without gravity, however small, it will be unrealistically easy
to drive the stellar wind.

2.2.1 GAS PHASE CHEMISTRY

The interplay between dynamics and chemistry in the winds of late type stars is ex-
tremely subtle. This demands that the implementation of both is very accurate. In
order to model the nucleation and growth of solids consistently, accurate information
about the availability of the constituents is needed. Another reason to keep track of
the molecular composition of the gas is its relevance for diagnostics, see Sedlmayr &
Winters (1997).
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Amongst late type stars, two types of chemically very different objects can he distin-
guished. In M-stars, oxygen is more abundant than carbon, and in C-stars the ratio
is opposite. The distinet between both classes is very strict because the CO molecule
is the first molecule to emerge in the flow, due to its high bond energy (~ 11.1 V). In
the absence of dissociating UV photons, the least abundant of C and O will be blocked
out, leaving the other for the formation of complex molecules and grains. In this work,
we assume the C/O ratio to be larger than unity. The sole motivation for this choice
is the fact that the nucleation and growth of hydrocarbon-hased grains is well studied
an can be calculated relatively easily, which is an advantage when implemented in a
time-dependent hydrodynamics code. Apart from CO, our equilibrium gas chemistry
involves H, Hy, C, Cy, C3H and CoHs.

A network of competing chemical reactions determines the formation and dissocia-
tion of molecules. Rate coefficients of these reactions depend on the abundances of the
participating species and on the temperature. The abundances of each molecule can be
found by simultaneously solving all rate equations. This, however, is computationally
very expensive, since it implies solving a set of stiff nonlinear differential equations.
An alternative method, more suitable for implementation in time dependent hydrody-
namics is chemical equilibrinm. Under the assumption of chemical equilibrium each
reaction is balanced by its reverse. Now a much simpler a system of coupled equations
(for the partial pressures of each element) has to be solved. The resulting concentra-
tions are no longer time dependent. This is a problem if the characteristic time scale of
the gas chemistry is larger than the dynamical time scale. The actual implementation
and solution of the equilibrium gas chemistry are presented below.

In the present work we use dissociation equilibrium chemistry (e.g. Gail et al. (1984))
in a reduced form (Dominik, 1992). In equilibrium chemistry every reaction is balanced
by its reverse. Assuming chemical equilibrium in the current work seems justified since
large non—-equilibrium effects due to UV radiation are not expected. Firstly, because
interstellar UV photons will be absorbed by the dust and hence cannot penctrate into
the dust formation regions®. Secondly, because late type stars do not have active
chromospheres (Dominik, 1992). Consider an equilibrium chemistry consisting of .J
elements A7, j =1,...,.J, out of which K molecules (M* = A} A} ...A] )canbe
formed via chemical reactions of the form

C}:l,@A.l + e Ct,}',:AJ - ,31?“'1’1’11 4+ ﬁ}(‘iﬁffﬁ —
ar A ot ag p AT 4 B M 4 B MK (2.43)

The partial pressures of the molecnles and the atoms are related by the dissociation
constants, sare, which depend on the temperature only:

Kpre = Pygef [](Pas)b (2.44)

7=1

Interstellar UV radiation is important in the outer envelope regions (CGlassgold, 1996) but we
ignore this because we are mostly interested in the inner regions of the wind, where the composition
of the gas, via the formation of grains, can influence the mass loss rate. When calculating the gas
abundances for diagnostic reasons it should be taken into account, though.
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Here [ is the multiplicity of the atom species A7 in the molecule M*, For each
element participating in the chemistry, the total number of atoms is given by

Negis = ENel> =Ngi + Ij;ﬂ’?,M] U fj,K‘i’LMﬁ, o I | (245)

where ¢; denotes the abundance of the element A7 relative to hydrogen. Multiplication
of Fqs.(2.45) with kgT then gives a set of .J coupled equations for the partial pressures
P4;. With known dissociation constants s gs%, temperature 7', hydrogen density ne g~
and abundances €; the system can be solved and all densities n. 45~ and nyx can
be calculated. When solving the dissociation equilibrium one often uses the huge
differences in abundances of the elements to decouple Eqs.(2.45). For example in the
dissociation equilibrium of hydrogen, only H and Hy are taken into account. This will
violate mass conservation. In stationary calculations this is not a problem as long as
the error is small. When dealing with time-dependent calculations, small errors will
grow in time and mass conservation will be heavily violated. Hence, in the present
time dependent calculation we solve the complete system iteratively. This limits the
number of molecules that can be taken into account.

Due to the fact that the chemical composition of the gas is calculated assuming equi-
librium it is not necessary to consider each of the atom and molecule number densities
as a separate low variable. To keep track of the abundances, it is sufficient to solve the
continuity equation for each element 47. The source term in this equation should ac-
coumt for the net consumption of this element as a result of the formation, growth and
evaporation of grains (see next section). The chemical equilibrium is calculated at the
end of every time step, i.e. when the consumption or restitution of gas particles by the
grains has been accounted for, and the temperature stratification has been calculated.
The largest molecule in our equilibrium chemistry model is acetylene (C,Hs). Hence,
this molecule will be the largest to take part in the nucleation and growth of grains,
which is deseribed in the next section. This is not entirely realistic: there are indi-
cations that polycyclic aromatic hydrocarbons (PAHs) form in the carbon rich winds
_ of late type stars, see e.g. (Cherchneff et al., 1992). Acetylene is the basic building
block for these large molecules. They, may in furn form the basis for the formation
of grains (Cherchneff & Cau, 1999). When we calculate the nucleation and growth of
dust grains, we ignore the intermediate phase of the large aromatic molecules. Instead,
we assume that small carbonaceous molecules are the nucleating species.

2.2.2 NUCLEATION, GROWTH AND EVAPORATION OF GRAINS

The formation and growth of solid parficles from the supersaturated gas phase can
be described as a diffusion process in cluster size space. Two main regimes can be
distinguished: first the formation of condensation kernels and second the further de-
velopment of those kernels to macroscopic grains. In the following the first step will be
called nucleation, the second step growth. Furthermore, one can discriminate between
heterogeneous and homogeneous processes contributing to grain formation.
Condensation of vapour on existing dust particles or ions is called heterogeneous
nicleation. In this section we consider homogeneous, heteromolecular nucleation, i.e.
the formation of small clusters of molecules by random adsorption and evaporation
of single molecules. The regimes of grain nucleation and grain growth are separated
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by the critical cluster size N,. Clusters consisting of less than N, monomers have a
high evaporation probability. This is because their surfaces are strongly curved and
the vapour pressure on a curved surface is higher than on a flat surface. N, is the
size of a cluster for which both kinds of vapour pressure are equal (and hence equal to
that of the surrounding gas). A cluster consisting of N, monomers is in equilibrivin
with the vapour and the probability for growth or evaporation is the same. For an
extended review of this classical nucleation theory, see Feder et al. (1966). The value
N, corresponds to a maximum of the free energy AGy and hence to a minimum in
the equilibrium density of N-mers, given by

no(NV) = n(1) exp(~AGY /ksT) (2.46)

where n(1) is the concentration of monomers in the vapour.

For self-consistent modelling of the dust forming wind, one is interested in the
evolution of Eq.(2.46). The dynamical evolution of the cluster size spectrum is given
by the master equation (Gail & Sedlmayr, 1988)),

an(N, t)+ 1 8(r2uyn(N, t))
dt 32 ar
Re(N_,N)—Ry(N,N_)— Ry (N, N_})+ Rd{N N+
RS(N_,N) = B§(N,N_) = RE(N,N,) + Ri(N,N)  (247)

Here, Ry(N_, N) is the rate of formation of clusters of size N from clusters of size
N_ < N, Rq(N, N_) is the rate of destruction of clusters of size N, Ry(N,N4) is
the rate at which clusters of size N grow to become larger clusters by adsorption and
R4(Ny, N) is the rate of production of N—clusters by destruction of larger structures,
the rates R similarly, denote destruction and formation rates due to chemical reactions
of the type (in case of carbon grain formation)

C_;\.‘_.g e Cjﬂkﬁg A & CN + CJ'_T'A{;B; (2.48)

Note that negative values of i correspond to chemical sputtering, grain forming atoms
(e.z. carbon) are removed from the cluster surface in collisions. The efficiencies of
the destruction and formation processes are, in the case of thermodynamic equilibrinm
(TE), related by the Milne relations. Although circumstellar dust grains are not in TE
with their environment, the Milne relation will be applied to eliminate the evaporation
terms from the master equation (Gail & Sedlmayr, 1988). Combining constructive and
destructive (reaction) rates one can find an expression for the effective transition rates
Jy and J§. The master equation in terms of these transition rates becomes

(N t) 1 a(r? UNn(f\ t))

5t ZJM ZJWHLZJM ZJWH (2.49)

for N = I, I is the maximum size of clusters contributing to nucleation and growth.
A further simplification can be achieved by introducing the discrete form of the zeroth
moment of the density distribution,

{Nr-u'

Ko(Ni, Nuyt) = D n(N, 1) (2.50)

N=N;
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The dynamical behaviour of Ky follows directly from Eq.(2.49),

61{0 & i Eﬂ('r?uNKg) .
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where
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is the effective transition rate for all transitions of clusters of sizes N_ < N to clusters
of sizes N} > IN. Since arbitrarily large clusters do not exist, the limit for N, — oo of
Eq.(2.51) becomes

BKQ 1 6(?"2'{;3\«'}\/9)

at # r2 r

Here Ky denotes the total number density of clusters consisting of more than N
monomers. Consequently, J{ N, t) is the net formation rate of these clusters. With the
choice N; = N,, J(N,.t) = J, becomes the net nucleation rate. Note that the reason-
ing above is just a sketch of the complete argument, for which the reader is referred to
the work of Gail & Sedlmayr (1088).

To proceed, and enable implementation of grain nucleation and growth in time-
dependent calenlations, we adept the moment method of dust formation (Gail et al.,
1984; Gail & Sedlmayr, 1988; Gauger et al., 1990) in conservation form (Dorfi & Héfner,
1991). The idea of this method is to minimize the amount of information about the
characteristics of the size spectrum. It turns out that the time-dependent behaviour
of a number of average grain properties (number density, size) can be monitored by
following the time dependency of the moments of the density distribution,

= J(Ni, t) (2.53)

oo
Ky= Y. WG d=0,...8 (2.54)
f\"__'\r,l

For spherical grains (d = 3), the moments have the following interpretations:
K is the number density of dust grains, ng
K3 is the number density of monomers condensed into grains

ro K /Ky is the average grain radins (r)
K5 /Ky is the average grainsize (V)

The time dependence of the moments is given by

0Ky l_z Ar*vaky) _

3 7 B I (2.55)
OK; | 1 0(*0K;) _j1 .
ar,j+:f-_‘z or j ZE;K-J'—HHN?” g (2.56)

(Gail et al., 1984; Gail & Sedlmayr, 1988; Dorfi & Hofner, 1091), Hence, the moments
behave as ordinary flow variables, which allows an easy implementation in the numerical
hydrodynamics code. In order to calculate the evolution of the momenta of the grain
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density distribution, we need to know the net growth and nucleation rates, 1/7 and
J(N;,t). The latter is given by

) = N, g

If 7 > 0, we have nucleation and the stationary nucleation rate, J. = J(N,, ), i.e. the
local current density of clusters flowing upwards in cluster size space at N, is given by

7
Jo = Zng(N.)An. Ziznn(i)-v(@i)a{i) (2.58)

i=1

(Gail ef al., 1984; Dorfi & Hofner, 1991), where Z denotes the Zel'dovich factor (of

order unity),
1/2
1 /8 nng(N) '
F=f — | ————¢74 &
(Q’H ( aN? )N“ )

and a(i) is the average sticking coefficient. We have adopted the values from Gail et
al. (1984): (1) = 0.37 and a(1) = 0.34. N. can be calculated by demanding

Alnng(N)

N L= (2.60)
which results in
-y 8 1/8
. Nyss ) W, e Ny R
N, =1 2 1 Tl e -
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Here. Ny, is the particle size for which the surface tension reduces to one hall of its
value o for bulk material. The [ree energy, corresponding to the formation of a cluster
of size N from N monomers, is given by

AGy = (N = 1)*PkpOy — (N — DkTIn § (2.63)
(Draine & Salpeter, 1977; Gail et al., 1984), Oy is defined as follows

O

O T -

O = dnrio/k (2.64)

(Gail et al., 1984; Dorfi & Hofner, 1991). The (hypothetical) radius of a monomer, ry,
and the radius of a grain of size N are given hy

SATTLI,) 18 i
Fo = and r=7N'/? 2.65
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where A is the atomic weight, m,, is the proton mass and py, is the average density of
the grain material. The surface of a grain is

Ay = 4nriN?03 (2.66)

The supersaturation ratio S is the ratio of the partial pressure of the condensing species
in the gas phase and the vapour saturation pressure,
P n(i)

B e - (2.67)
P moli)

The net (growth minus evaporation) growth rate, 1 /7, is the sum over the net growth
rates of all i-mers contributing to grain growth. Each of these terms consists of the
thermal velocity, vy, (1), and the inverse mean free path iAin(i, t), the product of which
is the collision frequency. This is multiplied by the average sticking coefficient. The
evaporation rate, which is proportional to the inverse of the supersaturation ratio is
subtracted. Tn Eq.(2.56) we use the following expression for the net growth rate, which
was adopted from Gauger et al. (1990). The reader is referred to that paper for a
detailed derivation.

T 11
= Z PAyu (B a(Dnli, ) {l - T.'—a,.,(i)} (2.68)
T . 151 b-j

Following Dorfi & Hofner (1991), we assume that deviations from thermal and chemical
equilibrium are negligible, so that Tyae = T and o (i) = b = 1.

If the net growth rate is positive, the moment equations describe dust formation.
Then, the growth rate and the nucleation rate calculated with Eq.(2.58) can be used
in Egs.(2.55,2.56) to update the moments. If the net growth rate is negative, this is
due the fact that the supersaturation ratio 5 is less than unity. In that case, grains
will evaporate and the moment equations deseribe the destruction of dust.

In order to calculate the rate of grain destruction one needs to know the value of the
grain size distribution function at the lower size limit Ny, n( Ny, £). Gauger et al. (1990)
invented an efficient method to derive this distribution, based on the fact that the rate
of change of the grain radius is independent of the grain radius itself.

The inverse of the net growth rate, 7, represents the time needed fo add to or remaove
from a grain of size N, one layer of monomers. Hence,

dv 1

T (2:62)

describes the evolution of the number of monomers, N, in a macroscopic particle. A
dimensionless particle radius can be defined by

a= N4 (2.70)

and its rate of change is given by
e _ L (2.71)
di  7d
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This indeed shows that a changes irrespective of the particle size. This means that the
size distribution function for the particle radius, n(e,t), which is defined by

1
n(N,t) = n(a, t)EN“ ~d)ld (2.72)

'maintains’ its shape. That is to say, during a phase of grain formation the values
of the distribution function (in terms of the grain radins) of dust particles that were
formed at time ty are shifted to larger radii as a result of growth. The shift is equal
for all grain sizes so that the shape of the distribution function is indeed conserved. At
the lower side, due to nucleation, new values are added. Once the net growth rate of
the grains becomes negative, the distribution curve will be translated in the opposite
direction, continuously destroying the smallest grains.

Dominik et al. (1989) showed that the value of the distribution function for the
particle that has been formed at time {p and at the current time ¢ has size a,(ip) is
given by

ﬂ-{at(f;[}), t’,) = dJ;F (lﬁ{])T(an) (273)

Where J.(fp) and 1/7(fg) represent the nucleation and growth rates at the time #g
when the particles were created. Note that this is indeed independent of ¢, i.e. that
the distribution function gets fixed at the moment of particle creation. Hence, by the
time that the particles that were created at t = to will be destroyed, say at t = g,
their number density is still given by Eq.(2.73):

n[ﬂ.;d(t()),td) = n(at(tg),t) - dur*(to]'.r_(iu) (2.74)

Gauger et al.’s method is based on the following. At the time fy when the particles
were created, we know J, (from Eq.(2.58)) and 7 (from Eq.(2.68)) and from these, using
Eq.(2.73), we can caleulate the value of the distribution function for these particles.
By the time the particles will be destroyed we still know the value of the distribution
function, because it has not changed during the growth and shrinking of the particles,
and we will use it to calculate the rate at which they will we destroyed, using Eq.(2.57).
Therefore, it seems necessary to keep track of the complete particle size distribution.
Alternatively, one could just store the values of this function for the smallest particles
(of size a; = Nl,lf d) and determine the time at which the particles that were created
at time ¢ = #p will be destroyed. In order to do so Gauger et al. (1990), make clever
use of the fact that the increase {or decrease) of the particle radius is the same for all
sizes of particles, at any time, as follows. We want to determine the value of the grain
size distribution function for the particles that formed at time ¢ = ¢y and destroyed
at { = fy. At both of these instances, immediately after creation and immediately
before destruction, the size of these particles is a;. Tn the interval between ¢ = ¢, and
t = 14 the particle radius was larger. Now consider the largest particles present at {ime
t =1g. At f = ty, they too will have reached the same size they had at ¢ = . Gauger
et al. (1990) realized that the maximum particle radius is a single valued function of
time and hence can be used to determine when the particles that formed at ¢t = #, will,
after increasing and subsequently decreasing their radius will again be of size a;. This
time, {,, can simply be determined if we store the evolution of the maximum grain
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F1cure 2.3: Determination of n(ag, o). The upper solid line is the evolution of the maximum
particle radius as a function of time. The lower solid line is the evolution of the radius of the
particle that formed at £ = #; as 2 function of time. The dashed line represents the evelution of
the value of the particle size distribution function for grains of size @) as a function of time. The
arrows correspond to Gaugers method.

size. If the maximum grain size at tg is ELH:; then £, is the time at which the maximum
grain size, for the first time after #; is equal to a{ﬁ.

Herice, in order to determine the value of the grain size distribution funetion at the
lower limit at a time ¢, n(a;,t), we defermine the maximum grain size at £, say a{".
Next, we look up when was the previous time when this size was af". This gives us
the time at which the grains that will evaporate at time ¢ were created. Since we had
stored the value of the grain size distribution function for g; as a function of time we
ean now determine n(ay, t) and calculate the grain destruction rate from Eq.(2.57) and
Eq.(2.68). This is illustrated in Fig. 2.3.

The gain of Ganger et al.’s method is the fact that it is not necessary to store the
complete distribution as a function of time, but that is is sufficient to keep track of its
value at the lower size limit, n(ar, t) and of the evolution of the maximum grain size,
which can be calculated with Eq.(2.71).

It should be noted that this method to caleulate the evaporation rate of grains is only
applicable if grains of various sizes are assumed to have equal velocities. The fact that
this is the case in our calculations also facilitates the nse of the method in our Eulerian
models, whereas it was originally intended to be used in Lagrangian coordinates.

The argumentation given above is only a sketch of Gauger et al.’s method, for the
full fechnical details of it the reader is referred to the original paper (Gauger et al.,
1990).

The implementation of the nucleation, growth and evaporation in the code is done
as follows, At the beginning of each (hall) numerical time step the grain growth
rate is calenlated from Eq.(2.68). If the growth rate is positive, the nucleation rate
is determined, using Eq.(2.58). If the growth rate is negative. grains will evaporate
and the evaporation rate can be determined using the method sketched in IMg. 2.3.
Once the nucleation and growth or evaporation rates are known, these can be used
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to proceed the momenta of the grain size distribution function one (or one halt) time
step, according to Eq.(2.55) and Eq.(2.56). Note that the mass density of the dust
component is proportional to the third moment,

fa = %waﬁpm.ﬁrﬁ (2.75)
where ag is the (hypothetical) radius of a monomer and pg, is the mass density of
the grain material. This means that, when the momenta of the grain size distribution
function are treated as fluid variables, there is no more need o take into account the
continuity equation for the dust component. The value of the maximum grain size
has to be updated as well, by Eq.(2.71). The momenta K;,j=0,...,3 and a,, are
treated as normal flow variables and updating them is done using the same FCT/LCD
scheme as for the density and velocities. The source terms of Eq.(2.55) and Eq.(2.56)
register the transfer of matter from the gaseous to the solid phase and will be used as
well as source terms in the continuity equations of the density and the total number
densities of carbon and hydrogen. This may give rise to a limitation of the time step
to be taken. In the case of high nucleation and growth rates the numerical time step
should be adjusted in order to avoid that all the gaseous carbon is consumed by dust
formation in a single step. Tt is usually a good idea to allow only 10% of the available
carbon to be used per time step. Similarly, in the case of negative growth rates and
dust evaporation one has to make sure that the time step is adjusted to avoid the
destruction of all the grains in a single time step.

When adjusting the time step to avoid rapid gas depletion or grain destruction, there
is a risk of forcing an enormous reduction of the step. In practice, in our calculations
the reduction hardly ever was worse than a factor of 100. Larger reductions are often
a sign that the gas abundances or the grain densities are locally very low and a special
treatment is required.

2.2.3 INTERACTIONS BETWEEN GRAINS AND STELLAR RADIATION

The influence of the dust grains on the dynamics of the envelope is huge. Through
scattering and absorption of stellar radiation the grains gain momentum and energy.
This gives rise to acceleration and heating of the dust component which will dominate
the dynamics and temperature structure in the envelope.

RADIATION PRESSURE ON GRAINS

The radiative force (‘radiation pressure’), exerted on dust grains by the radiation field,
is actually a magnetic force. Consider an electromagnetic wave, propagating in the
z-direction with an electric component E, and a magnetic component B,. When in-
cident on a macroscopic particle of electrical conductivity op, the electric component
will cause a current J, = ogl,. Subsequently, the magnetic component of the elec-
tromagnetic wave exerts a force .J, B.drdydz, or a pressure .J,B.dz, parallel to the
direction of wave propagation.

The radiative force exerted on the grains by the radiation field can be calculated
as follows. If Ly is the luminosity of the source at wavelength A, this source emits
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AL /he photons of wavelength A per second. The momentum associated with each of
these photons is h/A. The fraction of photons of wavelength A that is intercepted by
the grains at radial position r per unit volume is

Kafd 1 =5 . _
o ma*Qpr(a, ANnla)da (2.76)
s 0
and the radiative force is u i
AE (i
i = %‘i—— (2.77)

where k) is the mass extinction coefficient and n(a) is the number density of grains
with radii between a and a+da. Qp(a, A) is the efficiency factor for radiation pressure,
which accounts for the amount of momentum that is removed from the incident beam
and consists of a scattering and an absorption part. The absorbed radiation is removed
from the beam completely whereas the radiation that is scattered at angle # with respect
to the incident beam will still contribute partially:

Que(,X) = Qut (@, X) — 93 Qscal@, A) = Qabs(a, A) + Qeeal(@, A) — 92 Qucala, A) (2.78)

where gy is the mean cosine of the scattering angle 6. It turns out, see e.g. Lamers &
Cassinelli (1999), that for wavelengths beyond approximately 2 ym scattering is almost
isotropic, so that ga = 0. Hence, in the following, we will use the extinction efficiency
factor Qu instead of the radiation pressure efficiency Q.-

To proceed, we assume that the grain radius is small compared with the mean wave-
length of the radiation field, so that the mass extinction coefficient can be calculated
in the small particle limit of Mie theory (c.f. Lucy (1976), Fleischer et al. (1992) and
references therein). The integral in Eq.(2.76) can then be replaced by

Seram i
para = 7VoKsQ'(T) (2.79)

see Fleischer et al. (1992). Here V; is the volume per monomer for the grains, Kj is
the third moment of the grain size distribution function (see previous section} and the
extinction efficiency of the grain material can be approximated by its Rosseland mean
which is approximately given by

Q&(T)=59T, (2.80)

(Fleischer et al., 1992). With the grey dust opacity given in Eq.(2.79), the radiative
force on the graing becomes

Lykapa
e 2.81
f ad 4ﬂ'?°2c ( )

This force appears in the source term of the momentum equation for the dust. It is
often assumed that the dust will transfer all the momentum due to radiation pressure
directly to the grains and that gas and grains have the same velocity. In that case,
the dust momentum equation is omitted and the radiative force is incorporated as a
source term in the gas momentum equation. We will, in Chapter 3, point out that it
is preferable to treat gas and dust as separate fluids. If gas and dust are assumed to
be completely coupled, various important physical effects are suppressed.
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TEMPERATURE STRATIFICATION

Instead of solving the energy equation and having to calculate cocling and heating
rates, we simply assume that the gas temperature is given by the local radiative equi-
librium temperature, Tq. This temperature is found through semi-analytically solving
the radiative transfer, in a way similar to the one described by Lucy (1976) and Fleis-
cher et al. (1992). We realize that simultaneously solving the full radiative transfer
problem and the hydrodynamics would be superior to this approach. This, however,
requires an enormous amount of computer time which we currently prefer to spend on
a large time coverage of our computations.

The fransfer equation, taking into account coherent, isotropic scattering in a spher-
ical, static envelope around a spherical radiation source, is (Lucy, 1971)

8..7”_'_1—;1.3312,_ ‘
3 B —kyo{d, — Jy) (2.82)

7

A modified version of the Eddington approximation that takes into account the curva-
ture of the atmosphere is given by

1
J = 3K + 5p,F =0 (2.83)

where g, = /1 — (R, /r)?. With this modified Eddington approximation the first two
moments of the transfer equation, assuming a gray atmosphere, can be integrated to
find

F(r) = (Ru/r)*F (2.84)
J{r)=F [W(r] + z /nx Kioth (RT) d?‘] (2.85)

(Lucy, 1976), where 7F is the integrated flux at R,. Here, ki is the total mass
extinction coefficient of gas and dust, syt = kg + ka and W(r) is the geometrical

dilution factor,
1/2
T B2 :
W (!) — § 1— (] = (_'.'"_) ) (286)

If the atmosphere is in radiative equilibrium, we have J = B, where B = (o /m)T* is
the integrated Planck function. The integrated flux at the photosphere is aT? = 7.7,
Combining this information, we find an expression for the equilibrium temperature in
the envelope (Lucy, 1976; Fleischer et al., 1992)

. 1 3
Teiq(',r») = ng [2W(?‘) -+ 57};;{’ (2_87)

with the modified total optical depth

[= R 2
Ttot, = / Fitor (_*) dr (288)
0 r
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The total mass extinction coefficient, &ot, is the sum of the extinction coefficients of
the gas and the dust. The latter was calculated in the previous paragraph, the gas
extinction coefficient is assimed to be constant throughout the envelope and is adopted
from Fleischer et al. (1992), rg = 2.0 x 107*cm?g 1.

The caleulation of the temperature profile is performed once every numerical time
step, immediately before updating the equilibrium gas chemistry.

2.2.4 Two FLUID HYDRODYNAMICS: GAS-GRAIN INTERACTION

Grains that are radiatively accelerated frequently collide with gas particles (direct
radiation pressure on the gas is negligible). In these collisions momentum is transferred
to the gas. The amount of momentum transferred in & single collision is proportional
to the velocity difference between both, the drift velocity vp. The rate of gas-grain
collisions is proportional to the drift velocity as well, provided the drift velocit})lr is
higher than the thermal velocity. Hence, the drag force between gas and grain is often
implemented in the form (Dominik, 1992)

2 4\ 1/2
04 U g D =y,
2
farag = Bangnamgen (Q?r (’Uq.h) (Uth) ) .

The drag force increases with increasing drift velocity. Therefore, there exists an equi-
librium value op (Dominik, 1992). T'wo common ways to incorporate radiation pressure
on dust and the subsequent transfer of momentum to the gas are based on assumptions
about the drift velocity. First, in stngle flutd calculations it is assumed that vp = 0.
The momentum equation for the dust does not need to be calculated and the drag force
in the gas momentum equation is simply replaced by the radiative force, Bq.(2.81). The
second implementation assumes that grains always drift at their equilibrium drift ve-
locity. This velocity can be calculated by equating the drag force and the radiative
force:. Since the relative velocity of the grains with respect to the gas is known, there
is no need to solve the momentum equation of the grain. In order to calculate the
velocity of the gas, its momentum equation is solved by replacing the drag force by the
radiative force. We will refer to this method as 1.5 fluid hydrodynamics, since it is in
between single and two-fluid approaches. The assumptions made in single and 1.5 fluid
hydrodynamics seem justified if equilibrium drift is reached rapidly and/or if the drift
velocity is small compared to the gas velocity. One should realize however that, 1?5'
replacing the drag force by the radiative force in the gas momentum equation, one in
fact stipulates that the grains carry no mass. Also, in the single fluid approximation,
the system misses a degree of freedom, namely the relative motion of the grains with
respect to the gas. In the 1.5 fluid case, the grains can move independently of the gas,
though not freely.

In two-fluid hydrodynamics, the full system with both the gas and the dust momen-
tum equations is solved. When using an explicit method, using Eq.(2.89) for the drag
force will enforce very small numerical time steps. As a consequence of the quadratic
dependence on the drift velocity, the characteristic time scale of the drag farce can.be
mary orders of magnitude smaller than the time scales of the other forces (grawtly.
radiation pressure) and the dynamical time scale. This means that, in order to avoid
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Fiaure 2.4; Evolution towards equilibrium drift within a single time step: because it may take
some time to establish equilibrium, calculating the momentum transfer by simply multiplying the
drag force (which is proportional to v3) with At overestimates the momentum transfer. The
difference between the exact calculation and the equilibrium calculation increases with the time
required to establish equilibrium drift and is represented by the dark colour in the figures.

errors, the time step should be adjusted to that of the drag force, which may be many
orders of magnitude smaller than the CFL time step. This is not what one wants, since
taking small time steps will lead to inaccuracy (because then more steps are needed to
cover the same simulation time, and in each step there is the risk of systematic errors).
In order to be able to perform two-fluid hydrodynamiecs in an explicit calculation we
will study the behaviour of the gas-grain system on small length and time scales, i.e.
on a subgrid level. Doing so, we will essentially derive an alternative expression to
Eq.(2.89) that is based on the same physics but is suitable for implementation in an
explicit calculation,

To derive an expression for the drag force, we need to know the evolution of the drift
velocity. The gas—grain system always evolves towards a state in which grains drift at
the equilibrium speed, hence in which gas and grains undergo the same acceleration.
Whether, or how rapidly, this state is reached depends on the time needed to establish
the equilibrium relative to the dynamical time scale. If one assumes that equilibrium
drift is always valid, the momentum transfer in a numerical time step can simply
be calculated by using the equilibrium value of the drift velocity in Eq.(2.89) and
multiplying the drag force by the time step. However, if, during a fraction of the step,
the drift velocity is lower than the equilibrium value, assuming equilibrium drift when
caleulating the drag force overestimates the momentum transfer. This is illustrated in
Fig. 2.4. Although the error for a single time step may be very small, the implications
may be large for the time dependent calculation. Note that, when assuming equilibrium
drift, one fixes the value of the drift velocity so that the gas and the dust velocities are no
longer independent flow variables. Therefore, when calculating the momentum transfer
assuming equilibrium drift, one is forced to do a 1.5-fluid calculation rather than a full
two-fluid calculation. We will, hereafter, derive an expression for the evolution of the
drift velocity. With this expression we can calculate the momentum transfer as the
integral of the drag force over the numerical time step. No assumptions about the final
drift velocity need to be made and the derived expression can be used in a full two-fluid
calculation.

It is important to note that even if we find equilibrium drift in the two component
calculation, this does not imply that it would have been justified to assume equilibrium
drift a priori. This can be seen from Fig. 2.4. In both the first and the second panel
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Fiourp 2.5 Evolution towards equilibrium drift for various initial drift velocities. Upper panels:
gp,tat > 0 = Tp > 0, lower panels: gpot < 0 —¥p <0

equilibrium drift is established within the duration of the numerical time step, At i.e.,
in both cases the output of the hydrodynamics indicates equilibrium drift. Assuming
equilibrium drift throughout the time step would however only slightly overestimate the
momentum transfer in the first panel whereas in the second panel the difference between
the exact integral of the drag force over the time step and equilibrium approximation
wauld be much bigger.

AN ANALYTICAL EXPRESSION FOR THE MOMENTUM TRANSFER RATE

In this section we will derive an expression for the tirme evolution of the drift velocity.
Using this expression we can calculate the rate at which momentum is transferred from
grains to gas.

Fig. 2.5 shows the six possible cases for reaching equilibrium drift. Note that both
the initial drift and the equilibrium value can be negative if the grains are less acceler-
ated than the gas. We assume that the gas grain interactions are completely inelastic.
Furthermore, we assume that alter a collision with a grain, a gas particle shares the
acquired momentum with the surrounding gas instantancously (thermalization). This
is realistic, since the mean free path of gas gas collisions is very small compared to the
mean free path for gas grain encounters. We will not take into account thermal motion
because this enables us to derive an analytic expression for the drag force. This will
result in a somewhat lower momentum transfer in the subsonic region. Farther out,
the drift velocity of the grains will dominate the collision rate anyway.
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First, consider the motion of an individual gas particle between two subsequent colli-
sions with a grain:
nd A.”

—> f_’ +ggt,016f + .
Mg Mg

(2.90)

Here, vg is the velocity of the particle, after the previous collision, g, ot is the total
ace 0193 ation due to gravity and the pressure gradient (but not the drag force), 4t
is the time interval between two collisions. The last term represents the increase
in the velocity as a result of the encounter with the grain, and the (instantaneous)
redistribution of the momentum amongst the gas. Ap is the amount of momentum
transferred in a single gas grain collision,

Myd

Ap = ———up (2.91)

My + my

where up is the velocity of a grain with respect to the gas immediately before the
collision, g « are the masses of a gas particle (Le. the mean molecular weight) and
the (average) grain mass. A similar equation for the dust grain is

Ap

Va = Ud + d ot — — (2.92)

My
The drift velocity alter a collision, vp, can now be expressed in terms of the drift
velocity immediately before the encounter, up, as follows:

p = Qup (2.93)

in which
_ Pginig — pPdfng

2.94
Pelmg + ma) Ao

Up = Ug —Ug = Uq — Uy + (.gd,tuc == gg,t.(lt)(st (2.93)

In the following, we will write gp to¢ for the relative acceleration, ga tot — ggtor. The
‘mean free travel time’, 8, of a grain can be found by solving the quadratic equation
for the mean free path, A, of a grain

: x 1 )
A= updt + §g1:}_tutdt“ (2.96)

Note that the mean free path can become negative if the initial drift velocity, vp, and/or
the relative acceleration gp o is negative. If grains are not significantly accelerated
between two subsequent collisions with gas particles, i.e. if vp > o tot0f, Edq.(2.96)
simply becomes

A = updt (2.97)
so that d¢ = Afvp. On the ather hand, if the acceleration of a grain between two

collisions is so large that its initial (drift) velocity is negligible, Eq.(2.96) reads

1
A= 500,00t (2.98)
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and ¢t = 1/2\/gp tot- The boundary between the two regimes lies at the drift velocity
for which 2up = gptordf. With 6t given by the solution of Eq.(2.96) we find that if

lvp| < %\/ AgD Lot (2.99)

Eq.(2.98) can be used instead of Eq.(2.96). In the current context of dust forming stellar
winds, the quantity Q will always be nearly equal to unity?, so that op 3 (Agp,ti) '/ /2.
Hence, the zone in velocity space where grain acceleration is significant is extremely
narrow. If the drift velocity is zero at some time (see e.g. Fig. 2.5.c,f), it follows from
Eq.(2.93), (2.95) and (2.98) that the drift velocity will be larger than (Agp i )'/?/2
after a single collision unless < 8 1/2, This implies that we can safely apply Eq.(2.97)
for all values of vp.

In the following we will present a method to derive an expression for the momentum
transfer, which applies to all possible scenarios (see Fig. 2.5) to reach equilibrium
drift. We limit ourselves to the derivation for the case gp o > 0 (Fig. 2.5.a,b,c), the
derivation for negative acceleration is analogous.

Application of Eq.(2.97) and E¢.(2.95) in Eq.(2.93) gives rise directly fo a recurrence

relation for vp:
q0.tot 2
vp(t:)

From this, and §¢ given by Eq.(2.97), a differential equation for the drift velocity as a
function of time can be derived:

op(tipr) = Qupltin) =9 ('UD(ti) ~f (2.100)

Avp dvp Q-1 ,

— = —— 0 2.101

Al di 3 D o 9D tot ( )
This equation can be easily solved for i(vp),

A

) = Jam
Q=D \ [ (0= 1en(0)
l:arcta.. ( Do l)g)\) arctan (_mg(ﬂ = 1)9}‘) } (2.102)

where g stands for gp o1-

First, consider the case where vp(0) > 0 (and g > 0). In this case the mean free
path A will always be positive. Because ) is always smaller than unity and A and g
have equal signs this is rewritten as

A
o) = e e
arctanh w —arctanh m@ (2.103)
Q1 — Q)gh ) Q(1 — Q)gA

3

‘L.g. for a typical dust to gas mass ratio pg/pe = 1.0 x 1072 and for grains consisting of 10"

monomers (myfme = 1.0 x 101°) we find Q=1 — 1010
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This expression can be simplified by realizing that from Eq.(2.100) it follows that the
equilibrinm drift velocity is given by

0 1/2
o et R 5
un (1 = Q)\g) (.;]04)

and that the equilibration time scale is

1
Teq = W (2105)
30 that
thip) =g [arcta:nh (%)«) — arctanh (1_}1;1(;]))} (2.106)
R (vp(t) — T»'D(O))ﬁn>
= Tuq arctanh ( 7 — (0o (0) (2.107)

Note that addition of the arctanh terms causes the expression to be valid for initial
values vp(0) > Tp (see Fig. 2.5.b) as well. Inversion leads to an expression for the drift
velocity as a function of time:

vp(0) + tp©(t)

wlt) = o g 080

(2.108)
with
O(t) = tanh(t/rq) (2.109)

The drag force (density) is the product of the number of gas—grain collisions per unit
voliune and time and the momentum transfer per collision. In Eq.(2.40), the amount
of momentum transfer in a single collision was simply assumed to be mgvp, now we
use the more accurate form for Ap which follows from Eqs.(2.91), (2.93), (2.97). With
A = 1/Zgn; we then find

Tighd lun|vp (2.110)
— g

j(]l‘ﬂ[:_‘; = Edﬁ’g g
The standard way to calculate the amount of momentum transfer per numerical time
step is simply multiplying the drag force with the duration of the time step. Now
that we have derived an expression for the drift velocity as a function of time we can
calculate the momentum transfer more accurate, by integrating Eq.(2.110), assuming
Tt d, g, are constant:

i«
Naltd =9
fdragdt e Edpgi'reqﬂn

i} Ng — g

T w(0) T up(0) tanh(7/7eq) .
li;‘l B ( i 'UD(O)) (?JD(O) tanh(r/7e) + ?313)] (2.111)
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If the initial drift velocity and the total acceleration have oppasite sign (v (0) < 0,49 >
0, see Fig. 2.5.¢) the integral representing the total momentum trausfer is split into
lwo parts,

T Hup=0) T
f fc]ragdt == / fl']'l'.‘-lg(it B / fc'lra;:(“ {?'112]
it 40 .

tHup=0)

where t(vp = 0) follows from Eq.(2.102):

VA — L)gA

Note that the mean free path of a grain, A, is negative as long as the drift velocity is
negative. The second term in Eq.(2.112) is calculated as in the case vp(0) > 0, simply
taking v (0) = 0. In order to compute the first term, Eq.(2.102) is inverted. We find

Hopa=10) = sl arctan &= Lyvo(l) (2.113)
QU —1)gA

_ op(0) + p@'(2)

3 = e R s 2.114
vp(t) = Up b — o0 (0)0(1) ( )
in which
e'(t) = Ia.u({.;"r[:_q (2.115)
B Q
vp = m){f} (2116)
Ths = —~—-—1—— (2.117)

o Q@ - 1)g/A

Inserting this into Eq.(2.110) and integrating over the interval ¢ = 0,¢{vp = 0), we
obtain

L 'L‘-LE(O) + arctan (‘l@))} (2.118)
Up

D

v =0)
fdragdt — "qdpg—-ﬁ}d—’r‘éqﬁ%
n Flg ’

0 B

Note that the minus sign accounts for the fact that the momenfum transfer contains an
integral over |up|up rather than an integral over v4. Finally, for the complete integral,
Eq.(2.112), we [ind

" Tl _
dra If:E 57!5"‘2
/ﬂ Jarage dﬁgng o
(0 up (0) )
{ T _tanh (L + arctan (-D(—))) + &] (2.119)
an Tt’.q (Bip] D

As was to be expected Eq.(2.111) and Eq.(2.119) are equal if vp(0) = 0.

Similar expressions for the total momentum transfer can be calculated in the case
of negative total acceleration (see Fig. 2.5.d.e.f).

The above formulations for the momentum transfer, in which no assumptions about
the value of the drift velocity or the completeness of momentum coupling have been
made, can be used as source terms in the momentum equations.
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2.2.5 CALCULATION OF THE EQUILIBRIUM DRIFT VELOCITY

We have used the terms equilibrium drift velocity and limiting velocity as equivalent.
Here, we will show that both are indeed the same. We equate the acceleration of the
gas and the dust, rather than equating the drag force and the radiation pressure of
grains. In the latter case one implicitly assumes that grains do not have mass whereas
the former leads to a general expression for the equilibrium drift. veloeity.

From the equation of motion of a gas element,

dv[{ fdl.‘ag
i N . 2.120
T e ( )
and its counterpart for a grain,
di}d frlrng
= ap — —2 2.121
dit e 24 ( )

we find that grains and gas are equally accelerated, and hence the drift velocity has
reached its equilibrium value, if

ooy = ———= fiae 2.122
tot ﬂe]ﬁg rag ( )
With Eq.(2.110), the equilibrium drift velocity is
1/2
B M (g — Tt
= g = M) 2.12
- ( pa+ pg gD‘W\) et

Thus, we have now derived an expression for the equilibrium drift velocity without
having to assume complete momentum coupling. This expression is indeed the same
as Fq.(2.104), which represents the limiting drift velocity.

2.2.6 STELLAR PULSATION

The fact that AGB stars are long-period variables (LPVs) with a pulsation period of a
few hundred up to a thousand days influences the wind. Through stellar pulsation, the
atmosphere can be levitated, and relatively cool and dense regions which facilitate dust
nucleation and growth may arise. Stellar pulsation is not included in our calculations:
the star is located outside our computational grid (the innermost grid point is taken to
be at or close to the stellar photosphere). Hence, if we want to study the influence of the
stellar pulsation on the wind we must incorporate it as an inner boundary condition.
This is easy, since at the inner boundary we will have to prescribe the values of our
flow variables in a few cells anyway (see next section). We simply prescribe a sinusoidal
variation of the velocity, with a fixed period and amplitude.

2.3 INITIAL AND BOUNDARY CONDITIONS, TRANSIENT SOLUTIONS

Reasonable prescriptions for the flow variables at the start of the calculation and at
the edges of the grid are a requirement for a realistic model calculation. Numerical
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hydrodynamics is often applied to problems that are too complicated to solve analyti-
cally. Ideally, though, we would like to start our calculation from an analytic solution
because we would like an initial profile that is as close as possible to a solufion of our
equations, in order to enable a smooth start of the calculation. If available, it may
turn out convenient to start the numerical calculation from a solution of the stationary
equations. Alternatively, the starting procedure may mimic the true onset of the wind,
i.e.. start with a hydrostatic solution, with low densities and zero velocity. The problem
with the latter is that the densities cannot be taken arbitrarily low, since for extremely
low densities hydrodynamics is not applicable at all. Another problem that arises in
starting a numerical hydrodynamics calculation is the initial transient. These solutions
are mathematically correct, but do not necessarily represent a realistic physical state.
A solution in which the matter lows at superluminal speed does not violate the conti-
nuity equations if the deusity is low enough. Still, it is not a realistic solution for the
AGB wind problem. The transient can behave so badly that the calculation gets stuck,
e.g. very high concentrations of matter can lead to temperatures that are too high to
calculate the chemical processes. In order to avoid transient solutions it is wise to take
an initial profile that is close to an expected solution of the problem. The occurrence
of transients, as long as they do not hinder the calculation, should then be no problem.
One should however wait to interpret the results of the calculation until the transient
has streamed off the grid. Another possibility is to ‘unroll’ the grid in the course of the
calculation. This can be done by extending the grid with one cell, in radial direction,
every Lime the densily and velocity in the currently outermost cell have reached phys-
ically reasonable values. This way, no computer time is lost in calculating the passage
of the transient.

The impact of the boundary conditions is often underestimated. Tt is necessary to
prescribe the values of the flow variables in at least the first and the last cell of the
grid. This is because with our finite difference scheme we can only consistently update
the flow variables in a certain cell if we know the values in the neighbouring cells at the
previous time step, see Eq.(2.2). The outermost and innermost cells for which we have
to prescribe the values of the flow variables are called ghost cells. It can be necessary
to have more than one ghost cell at each boundary, e.g. when the corrective flux terms
involve higher derivatives, which are calculated using the second neighbours. '

In the case of a spherically symmetric dust driven wind model, calculation of the
outer boundary poses no problem but the inner boundary treatment is of great impor-
tance. We will choose our grid big enough so that, in the case of a stellar wind, the
velocities at the outer boundary are supersonic. Hence, no information from outside
the grid can flow in and we can simply use extrapolation to determine the value. The
iuner boundary, where the flow is subsonic, is more complicated. There, pressure waves
cnn run both upstream and downstream and there is a mutual influence of the region
that falls within the grid and the region that is not covered. There is no solution to
tLhis problem. The best thing to do is to make a reasonable choice for the values of the
[low variables in the ghost cells. This prescription can be time-dependent, in order to
mimic stellar pulsation in the form of a piston or to follow stellar evolution. Such a
Lie dependent inner boundary is meant to influence the flow on the grid. Sometimes,
us i the calenlations in Chapter 3, one rather wants an inner boundary that influences
Lho results as little as possible. Simply keeping the flow variables, or the associated
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fluxes, constant is an option in that case. But, in a way, this also influences the flow on
the grid, since such boundary conditions fix the rate at which mass and/or momentum
flow in. In order to influence the flow on the grid as little as possible we suggest the fol-
lowing. At the inner boundary we do fix the density and velocity of the gas (dust is not
present there), which essentially means that we fix the advective mass and momentum
inflow. At the same time we do not suppress numerical viscosity, i.e. we do not use
anti-diffusion and FCT/LCD. This means that, depending on the density and velocity
gradients near the inner boundary (which are not fixed because these derivatives also
depend on the flow variables within the grid), matter and momentum can diffuse in or
out, in addition to the fixed advective fluxes. Hence, we have created a flexible inner
boundary, for which we have fixed the values of the flow variables in the ghost cells but
for which the total fluxes are also determined by the flow on the grid itself.

2.4 PERFORMING MODEL CALCULATIONS

We have provided an overview of the physical processes taken into account in our AGB
wind code and have elucidated their implementation. Since the code is self consistent,
only six parameters have to be provided as input for a calculation. These are, the
stellar mass (M.), luminosity (L) and effective temperature (7T,), the carbon-to-
oxygen abundance ratio g /¢g, the period of the piston (P) and its velocity amplitude
(Aw). If stellar pulsation is not taken into account, the latter two parameters are
omitted. For these parameters an initial hydrostatic state is calculated and thereafter
the time dependent calculation can start. Alternatively, an externally prescribed initial
profile, e.g. a solution of the stationary system, with its parameters can be read into
the code.

Output generated during the caleulation involves a wide variety of variables relevant
to the flow. For example: velocities (for both gas and dust), densities, grain sizes, grain
number densities, abundances of gas phase elements ete.

The main difference between our AGB wind code and codes from other authors is
the fact that we allow for grain drift. In order to investigate the consequences of drift,
we also need to be able to run our code in single fluid mode. This option was indeed
built into the code. In single fluid mode the momentum due to radiation pressure on
dust is completely and directly transferred to the gas. The momentum balance for the
dust is not evaluated, the velocity of the dust is taken equal to the gas velocity.

When taking into account grain drift, there are two options. Firstly, full two fluid
hydrodynamics, in which the momentum equations for both gas and dust are taken into
account. The second mode is 1.5-fluid hydrodynamics, in which grains are assumed to
drift at their equilibrinm drift speed. The dust velocity is found by adding this drift
velocity and the gas velocity, so that evaluation of the dust momentum equation is not
necessary. Note that we have, in Section 2.2.5, derived an expression for the equilib-
rium drift, velocity based on equal acceleration of gas and dust. With this expression,
in contrast with previous expressions, grains are no longer implicitly assumed to be
massless. In fhe next chapter, we will extensively discuss the difference between the
three types of calculations.
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TapLl 2.1: Stellar mass, temperature, luminosity and piston period for 20 single fluid models,
The carbon-to-oxygen ratio ec/co is 1.8 and the piston amplitude Aw is 2.0 km s ' in all models.
(M) is the resulting time averaged mass loss rate, My is the mass loss rate according to Arndt
et al.’s approximative equation. {v..} is the average velocity at 15 R, and vs,4 is the predicted
value for this velocity resulting from the approximative equation.

model M. T, Lis B {log M) log Ma {Ves) Voo A
[Mo] [10° K] [10°Le] [days] [Mey '] [Mgy™] [kms™'] [kms™']
t11F 1.7236 2.500 1.3964 1412 -6.3305  -b.2670  16.84 2515
t21F 16090 2460 14289 1635 -6.0869  -51018  20.31 25.74
t3_1F 1.5226 2438  1.4355 1788 -5.9183  -4.9931  22.42 26.10
t4_1F 14108 2415 14421 1995 -5.6619  -4.8819  25.25 26.55
t5_1F 1.2807 2427 13335 1979 -5.6001  -4.8381  25.59 26.46
t7-1F 11792 2427 14191 2264 52125  -4.6910  28.53 27.13
t8_1F 1.0719 2477 1.4422 2318 -5.0404 -4.G446 27.96 27.32
L6.1F 0.9806 2564  1.4521 2209 -4.9433  -4.6708  28.53 27.23
alF 1.0000 2106 10000 650  -4.9218  -4.0851  31.34 23.93
bAF ¥ 10000 2317 10000 650  -4.6800  -4.4771  28.05 23.6(0
cAF * 10000 2529 10000 650  -5.0780  -4.8363  27.35 23.29
d.1F * 10000 2741  1.0000 650  -5.6363  -5.1667  22.54 23.01
e1F 1.0000 2.105  1.2000 650  -4.8109  -3.9526 3175 24.41
f1F * 1.0000 2.316  1.2000 650  -4,5396  -4.3446  26.82 24.06
g 1F * 1.0000 2.528  1.2000 650  -4.8115  -4.7041 2801 23.75
ho1F * 1.0000 2.740  1.2000 650  -5.2045  -5.0346  26.62 23.47
i 1F 1.0000 2.104 14000 650  -4.7301  -3.8402  32.93 24.81
jF * 1.0000 2315  1.4000 650  -4.4295  -4.2324  25.07 24,47
kAP * 1.0000 2527 14000 650  -4.6010  -4.5920  28.45 24.15
LIF * 1.0000 2.738 14000 650  -5.1413  -4.9211  27.43 23.87

2.5 COMPARING WITH OTHER CODES

In the previous sections, we have given a description of our AGB wind hydrodynamics
code. In the next chapters we study the influence of grain drift on the flow. This is
done by performing the three kinds of calculations addressed in the previous section:
single fluid calenlations, two fluid calculations, and calculations in which equilibrium
drift is imposed. However, before we can draw any conclusions from the differences
botween the calculations with and withont drift, we should check whether the most
hasic version of the code (the eode in single fluid mode) produces correct results. We
do 8o by comparing our results with those from two other groups (Fleischer et al.,
1992; Hofner & Dorfi, 1997). Note that our code is the first to combine self consistent
(grain) chemistry with time dependent hydrodynamics allowing grain drift, so that no
comparison of our code in two-fluid mode with previous results is possible.

The calculations by Fleischer et al. (1992) and Hofmer & Dorfi (1997) are produced
with codes that are comparable to our code in single fluid mode, the same physical
rocesses are incorporated, but grain drift is not taken into account. In order to
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Figure 2.6: 'Terminal” velocity, or rather the velocity at 15 R, of our single fluid models.
Overplotted are the time averaged values of this velocity (dashed) and the velocity according to
the Arndt approximation (full line).

compare their and our results, we make use of a relation, derived by Arndt et al. (1997),
that relates the six parameters of the hydrodynamical AGB wind calculations to the
resulting mass loss rate,

. 5 5 TIK L
log Mamar = — 4.95 — 9.451og (9([300]> + 1.651og (%)

— 2.86 log (M[Mpg)]) + 0.4701log ( %)

P
—0.146 log (—[d—]) + 0.449]og (

Avfkm s7] %
50 = (2.124)

2.0
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: T TaBLE 2.2: The range of stellar param-
i 00 - 3000 K
irl L;aé{; _ 20000 L eters of the 48 models underlying Arndt
M ‘ 0.6 90 ﬂ? et al.'s approximative equations.

1o - - o}

€Q /Eo 1.3 - 2.2
B 325 - 975 d
A 1.0 - 5.0 kms !

TABLE 2.3; Relative difference between

model = ?i;\g_;{,‘;f = ﬂogﬂ?ﬂ_.)g_{.-l:f)vm'h the average mass loss rate and ‘termi-

b1l 4.510 % ‘10_2 5181 x 10 2 nal’ velocity from our models ann?.l thc..\se

¢ 1F 4.760 % 1072 4.857 % 1072 predic‘ted by Arndt et al.’s approximative

d.1F 8.331 % 1072 -6.625 % 107° equations.

f1F 4.206 x 107° 3.302 x 107°

g 1F 2.232 x 1077 4951 x 107

h 1R 3.264 x 1077 3.838 x 10772

jAF 4.450 x 1072 7.519 x 107*

k11 1.956 % 107° 4.894 x 1072

LL1F 4.283 x 10°* 4198 x 1072

== z = TAaBLE 2.4: Average percentual differ-
= Mel log L ence and linear correlation coefficient be-

eras [%] ek 33 tween Arndt et al.’s approximations and

éup [%] 8.0 3.3 the series of model calculations by Fleis-

ésm [%] £t b cher et al. (1992) (FGS), Héfner & Dorfi

rrGs 33;3 ?}g;i (1997) (HD) and our models (SID).

PED F 7

PSID 0.961 0.355

This relation was constructed as a fit to a grid of 48 dynamical models from Fleischer
et al, (1992). In a similar way, Arndt et al. (1997) derived approximative equations
for the velocity at the outer grid point (vs). The accuracy of the approximations was
tested using a grid of 16 carbon-rich LPV dynamical models from Héfner & Dorfi (1997)
and turned out to be good: the correlation coefficient hetween their sample and the
approximation (Eq.( 2.124)) is &~ 0.97. Since both the results of Fleischer et al. and
HbMmer & Dorfi appear to be well correlated with the approximative equations, we can
ige these as a means to compare our and their results.

Table 2.1 gives an overview of the 20 single fluid calculations we have performed.
Here, we will only consider the time averaged mass loss rate and outflow velocity.
Other aspects of the models will be discussed in Chapter 4, where we will compare
them with calculations including grain drift. Columns 2-4 of Table 2.1 give the stellar
mass, temperature and luminosity and the period of the piston, which mimics stellar
pulsation. The remaining input parameters, the carbon to oxygen abundance ratio and
tho amplitude of the piston were taken equal for all models: ec/ep = 1.8 and Av = 2.0
lm g ', Column 5 gives the time averaged mass loss rate at the outermost grid point
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(which corresponds to 100 R, ). Note that time-averaging was necessary because the
mass loss rate is not entirely constant as a function of time as a consequence of the
stellar pulsation. The same is true for the outflow velocity (column 7). The outflow
velocity as a function of time, its time averaged value, and the value according to the
Arndt et al. models are plotted in Fig. 2.6. Because Fleischer et al. (1992) run their
models out to only 15 R, we have, for the velocities given in Table 2.1, also determined
the velocity at his distance. In columns 6 and 8 the mass loss rate and outflow velocity
according to the Arndt approximation are given.

The range of stellar parameters of the 48 models on which Arndt et al. based their
approximative equations is given in Table 2.2. One cannot expect a good correlation
between mass loss rates and terminal velocities predicted by Arndt et al.’s equation
and models with parameters outside the ranges given in Table 2.2. Thus, fo get an
indication for the reliability of our code, we only take into account the models with
parameters in the ranges given in Table 2.2, These models are marked with an * in
Table 2.1.

For those of our single fluid models with parameters within the range of validity
of Arndt et al’s approximations, the relative differences between the resulting mass
loss rate and terminal velocity are listed in Table 2.3. Finally, to compare our model
caleulations with those by Fleischer et al. (1992) and Hoéluner & Dorfi (1997), we have
calculated the average difference over all models (with parameters within the ranges
listed in Table 2.2). Also linear correlation coeflicients were calculated. For the model
calculations by Fleischer et al. (1992) and Hofner & Dorfi (1997), these numbers were
provided in Arndt et al.’s paper (1997). It turns out that the average relative differences
between Arndt et al.’s approximations and our models are comparable to the differences
with the Hofner & Dorfi (1997) models. For obvious reasons, the match between mass
loss rate and velocity from the approximative equations and Fleischer’s models is very
goad. Also the correlation between the mass loss rate resulting from our models and
the approximations is strong and comparable to that of the Hdofner & Dorfi models.
The degree of correlation for the outflow velocity is not very high, however. This is
mainly due to the models f IF and j_1F. These models show a hint of a long term
(few hundred year time scale) variability in the velocity at 15 R,, see Fig. 2.6. Since
the time-averaged ‘terminal’ velocity was determined by averaging over ~ 1000 years,
variability on this time scale hinders an accurate determination of the average velocity.

We conclude that our AGB wind code, in its basic (single fluid) form, agrees well
enough with comparable codes to proceed with calculations including drift. These are
the topic of the next two chapters.
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3

ORIGIN OF QUASI-PERIODIC SHELLS IN DUST
FORMING AGB WINDS

1 We have combined time dependent hydrodynamics with a two-fluid model for dust
driven AGB winds. Our calculations include self-consistent gas chemistry, grain forma-
tion and growth, and a new implementation of the viscous momentum transfer between
grains and gas. This allows us to perform caleulations in which no assumptions about
the completeness of momentum coupling are made. We derive new expressions to treat
time dependent and non-equilibrium drift in a hydrodynamics code. Using a stationary
state calculation for IRC 410216 as initial model, the time dependent integration leads
to a quasi-periodic mass loss in the case where dust drift is taken into account. The
time scale of the variation is of the order of a few hundred years, which corresponds
to the time scale needed to explain the shell structure of the envelope of IRC +10216
and other AGB and post-AGB stars, which has been a puzzle since its discovery, No
such periodicity is observed in comparison models without drift between dust and gas.

3.1 INTRODUCTION

Dust driven winds are powered by a fascinating interplay of radiation, chemical re-
actions, stellar pulsations and dynamics. As soon as the envelope of a star on the
Asymptotic Giant Branch (AGB) develops sites suitable for the formation of solid
‘dust’ (i.e. sites with a relatively high density and a low temperature) its dynamics
will be dominated by radiation pressure. Dust grains are extremely sensitive to the
stellar radiation and experience a large radiation pressure. The acquired momentum is
partially transferred to the ambient gas by frequent collisions. The gas is then blown
outward in a dense, slow wind that can reach high mass loss rates.

The detailed observations of (post) AGB objects and Planetary Nebulae (PN) that
have become available during the last decade have shown that winds from late type
stars are far from being smooth. The shell structures found around e.g. CRL 2688, the
Egg Nebula, (Ney et al., 1975; Sahai et al., 1998), NGC 6543, the Cat’s Eye Nebula,
(Harrington & Borkowski, 1994) and the AGB star IRC +10216 (Mauron & Huggins,
1999, 2000}, indicate that the outow has quasi-—periodic oscillations. The time scale
for these oscillations is typically a few hundred years, i.e. too long to be a result of
stellar pulsation, which has a period of a few hundred days, and too short to be due to

YThe contents of this chapter overlap largely with Simis et al. (2001b)

el &



o8 3. ORIGIN OF QUASI-PERIODIC SHELLS IN DUST FORMING AGB WINDS

thermal pulses, which occur once in ten thousand to hundred thousand years.

Stationary models, in which gas and dust move outward as a single fluid, de not
suffice to explain the observations. Instead, time dependent two-fluid hydrodynamics,
preferably including (grain) chemistry and radiative transfer, may help to explain the
origin of these circumstellar structures.

Time dependent hydrodynamics has been used to study the influence of stellar pul-
sations on the outflow (Bowen, 1988; Fleischer et al., 1992). The coupled system of
radiation hydrodynamics and time dependent dust formation was solved by Hofner et
al. (1995).

Stationary calenlations, focused ou a realistic implementation of grain nucleation and
growth, have been developed in the Berlin group, initially for carbon-rich objects (Gail
et al.,, 1984; Gail & Sedlmayr, 1987) and more recently also for the more complicated
case of silicates in circumstellar shells of M stars (Gail & Sedlmayr, 1999),

Two-Auid models, in which dust and gas are not necessarily co-moving, have been
less well studied. Berruyer & Frisch (1983), Berruyer (1991) and MacGregor & Stencel
(1992), pointed out that, for stationary and isothermal envelopes, the assumption of
complete momentum coupling breaks down at large distances above the photosphere
and for small grains. Self—consistent, but again stationary, two-fluid models, consider-
ing the grain size distribution, dust formation and the radiation field were developed
by Kriiger and co-workers (Kriiger et al., 1994; Kriiger & Sedlmayr, 1997).

The only studies in which time dependent hydrodynamics and two-fluid flow have
been combined so far are the work of Mastrodemos et al. (1996) and that of the Potsdam
group (Steflen et al., 1997; Steffen et al., 1998; Steffen & Schénberner, 2000).

In the next section, we will argue that time dependence and two fluid How are not
just two interesting aspects of stellar outflow but that they have to be combined. Tt
turns out that fully free two-fluid flow, i.e. in which no assumptions at all about the
amount of momentum transfer between both phases are made, can only be achieved in
time dependent calculations, In two-fluid flow, both phases are described by their own
continuity and momentum equations. Momentum exchange occurs through viscous
drag, i.e. through gas—grain collisions. The collision rate and the momentum exchange
per collision depend on the velocity of grains relative to the gas. Hence, by fixing the
drag force, one fixes the relative velocity and the system becomes degenerate.

In this paper we present our two—fluid time dependent hydrodynamics code. We have
selfconsistently included equilibrinm gas chemistry and grain nucleation and growth,
see Section 3.3. In order not to make assumptions on the viscous coupling, we consider,
in Section 3.3.4, the microphysics of gas—grain collisions. Results are given in Section
3.4.

3.2 GRAIN DRIFT AND MOMENTUM COUPLING

3.2.1 DEFINITIONS

The acceleration of dust grains, as a result of radiation pressure, leads to an increase
in the gas—dust collision rate. The viscous drag force (the rate of momentum transfer
from grains to gas due to these collisions) is proportional to the collision rate and to
the relative velocity of grains with respect to the gas. This force is discussed in the
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next section in more detail. The drag force provides a (momentum) coupling between
the gaseous and the solid phase®.

The gas dust coupling was studied by e.g. Gilman (1972), who distinguished two
types of coupling. Gas and grains are position coupled when the difference in their flow
velocities, the drift velocity, is small compared to the gas velocity, i.e. when the grains
move slowly through the gas. Momentum coupling, on the other hand, requires that
the momentum acquired by the grains through radiation pressure is approximately
equal to the momentum transferred from the grains to the gas by collisions. The
situation in which both are exactly equal is called full or complefe momentum coupling.
Gilman (1972) stated that, if both forces are equal, grains drift at the ferminal drift
velocity. A less confusing term for the same situation was introduced by Dominik
(1992): equilibriuwm drift. The idea is thal since the drag force increases with increasing
drift velocity, an equilibrium value can be found by equating the radiative acceleration
of the grains and the deceleration due to momentum transfer to the gas. Note that,
when calculating the equilibrium value of the drift velocity that way, i.e. assuming
complete momentum coupling, one implicitly assumes that grains are massless. A
physically correct way to calculate the equilibrium drift velocity is to demand gas and
grains to have the same acceleration.

3.2.2 SINGLE AND MULTI-FLUID MODELS

Various groups have studied the validity of momentum coupling, with and without
assuming equilibrium drift, in stationary and in time dependent calculations. Others
have just applied a certain degree of momentum coupling in model calculations carried
out to study other aspects of the wind. We will give a brief overview of the most
important of these studies, resulting in the conclusion that prior to our attempt, full
two—fluid hydrodynamics has been presented only twice. Because the meaning of terms
like “Hull’ and ‘complete’ momentum coupling, ‘terminal’ and ‘equilibrium’ drift seem
to be slightly different from author to author, we will first give our own definitions for
three classes of models.

First, single—fluid models are those in which only the momentum equation of the gas
component is solved. All momentum due to radiation pressure on grains is transferred
fully and instantaneously to the gas. If, e.g.. for the calculation of grain nucleation and
growth rates, a value for the flow veloeity of the dust component is needed, the dust
is just assumed to have the same velocity as the gas: drift is assumed to be negligible.
Hence, in terms of Gilman (1972), in single fluid models grains are both position and
(completely) momentum coupled to the gas.

The second class is that of the two—fluid models. Here, again in terms of Gilman
(1972), grains are not necessarily position and momentum coupled to the gas. Grains
can drift at non—equilibrium drift velocities, Hence, grains and gas are neither forced
to have equal velocity nor forced to have equal acceleration.

The third category of models represents what we will call 1.5-fluid models. In these

2 Another momentum coupling is due to the fact that momentum is removed from the gas phase
when molecules condense on dust grains. The amount of momentum involved in this coupling is
also taken into account in our numerical models but is many orders of magnitude smaller than the
collisional coupling.
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models, grains are assumed to drift at the equilibrium drift veloeity with respect to the
gas. No assumptions about position coupling are made. In other words, gas and grains
are equally accelerated but do not necessarily have the same velocity. The equilibrium
drift velocity is calculated by equating the drag force and the radiation pressure on the
grains, see Dominik (1992), or, more accurately, by demanding gas and grains to be
equally accelerated. Only the momentum equation of the gas is solved, the dust velocity
is determined by simply adding the gas velocity and the equilibrinm drift velocity.

3.2.3 STATIONARY MODELS

Although the above classification for modelling methods also applies to stationary
models, extra care is needed there. When trying to do two-fluid stationary modelling
one should realize that the condition of stationarity itself will also introduce momentum
coupling. This can be understood as fallows. Equilibrium drift is the state in which
gas and grains are equally accelerated:

dug,  dug
dt df
The derivative in this equation is a total derivative. Imposing stationarity, the temporal

contribution to this total derivative vanishes by definition, and Eq.(3.1) reduces to

g dvg
LgE =3 Br (3.2)

(3.1)

The difference between both sides of Eq.(3.2) can be small, especially in the outer layers
of the envelope, where the velocities reach a more or less constant value. Therefore,
the occurrence of equilibrium drift in a stationary outflow may be partially due to
the condition of stationarity itself. For this reason, one should be very careful when
checking the validity of momentum coupling against stationary calenlations. Moreover,
in order to make a calculation fully self-consistent, no assumptions on momentum
coupling should be made. Hence, for fully self-consistent modelling, time dependent
calculations are to be preferred.

3.2.4 OVERVIEW OF PREVIOUS MODELLING

Examples of single fluid caleculations are naturally found in studies in which drift and
momentum coupling are not the topic of research, e.g. the work of Dorfi & Héfner
(1991) and Fleischer et al. (1995). Both perform time dependent hydrodynamics,
assuming that the influence of drift on the aspect of the flow under consideration, dust
formation and nonlinear effects due to dust opacity, is negligible.

The completeness of momentum coupling is investigated by Berruyer & Frisch (1983)
and by Kriiger et al. {1994). The former first find a (stationary) wind solution under
the assumption of complete momentum coupling, noticing that this assumption causes
the two—fluid character to be lost. Next, in order to check the validity of their suppo-
sition, they find a stationary solution for the system, including the grain momentum
equation. Both calculations give very similar results near the photosphere, from which
it is concluded that momentum coupling is complete there. Far away from the stel-
lar surface (= 1000R,), the results are different so that momentum coupling is said
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to be invalid there. We foo, find that non-equilibrium drift arises far away from the
photosphere (see Section 3.4). We wonld like to remark, however, that it may not be
sufficient to verify the validity of complete momentum coupling by comparing with
stationary calculations, see Section 3.2.3.

Kriiger et al. (1994) undertook a similar study, which is the most realistic stationary
two—fluid caleulation up to now. Tt treats the coupled system of hydrodynamics and
thermodynamics, but also involves chemistry and dust formation (simplified by the
assumption of instantaneous grain formation). Kriiger ef al. conclude that momentum
coupling can be assnmed to be complete and therefore disagree with Berruyer & Frisch
(1983). We think this may be due to the fact that Kriiger et al. run their calculation
out to about ten stellar radii, whereas Berruyer & Frisch compute outwards to several
thousand stellar radii.

According to MacGregor & Stencel (1992), who use a simple madel for grain growth
in a stationary, isothermal atmosphere, the assumption of complete momentum cou-
pling appears to break down for grain sizes smaller than about 5 x 107% cm.

Prior to our attempt, time dependent two—fluid hydrodynamics was presented by
Mastrodemos et al. (1996). They conclude that fluctnations on the time scale of the
variability periods of Miras and LPV (Long Period Variables), 200-2000 days, can not
persist in the wind. Since they do not calculate grain nucleation and growth self-
consistently but instead assume that grains grow instantaneously and have a fixed
size, the extreme non-linear coupling between shell dynamics, chemistry and radiative
transfer (cf. Sedlmayr & Winters (1997)) is not present. OQur calculations however
indicate that this chemo-dynamical coupling is a main ingredient to the occurrence of
variability in the wind.

Steffen and co-workers (Steffen et al., 1997; Steffen et al., 1998; Steffen & Schénberner,
2000) have a more or less similar approach: their models are based on time dependent,
two-fluid radiation hydrodynamics and grains have a fixed size. Main emphasis is on
the long term variations of stellar parameters (L. (¢), M(¢)), due to the thermal pulses,
which are included as a time dependent inner boundary. Tt turns out that these large—
amplitude variability at the inner boundary is not damped in the envelope and remains
visible in the ontflow as a pronounced shell.

The calenlations presented in this paper aim at combining time dependent hydro-
dynamics with a two—fluid model and are suitable for caleulating the stellar wind from
the subsonic photosphere to the supersonic outer layers at large distances. We will not
take stellar pulsation into account because we want to find out if the envelope itself
possesses characteristic time scales. The main goal of this work is to get insight in
the physical processes underlying the observed time dependent structures around AGB
stars, We do not aim at exactly reproducing certain observational results and hence
will not adjust the stellar parameters in order to provide a better fit.
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3.3 MODELLING METHOD

3.3.1 BASIC EQUATIONS

The basic equations for the time dependent description of a stellar wind in spherical
coordinates and symmetry, are the continuity equations,

apg,[j 10

ot i 72 ar (7% pu,aVg.d) = Scond,g,d (3.3)

and the momentum equations,
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These equations form a system in which both gas and dust are described by their own
set of hydrodynamiecs equations (two—fluid hydrodynamics). The equations are coupled
via the source terms. The source term in Eq.(3.3) represents the condensation of dust
from the gas, including nucleation and growth. Since mass is conserved we have

Seond,g = —Scond,d (36)

The gas condensation source term is negative due to nucleation and/or growth of grains.
Atoms and molecules that condense onto prains take away momentum from the gas.
This is accounted for in the v, 50,4, source terms in the momentum equations.

The momentum equations also couple via the viscous drag force of radiatively ac-
celerated dust grains on the gas. Since no momentum is lost, we have

fdra.g,g == "fdra.g.d (37)

The drag force is proportional to the rate of gas-grain collisions and the momentum
exchange per collision and is therefore of the form

farag = Zangnamg|vn|vp (3.8)

where ¥, is the collisional cross section of a dust grain and vp is the drift velocity of
the grains with respect to the gas.

We assume a grey dust opacity and take the extinction cross section of the grains
equal to the geometrical cross section. Then the radiative force is simply

L,F Ef[nd
4qrie

frad = (39)

Radiation pressure on gas molecules is negligible in the circumstellar environment of
AGB stars. In order to determine the temperature structure of the envelope, a balance
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equation for the energy can be added. We do not involve the energy structure in the
time dependent calculation. Also, we do not solve radiation transport. Instead, we
assume that, throughout the envelope, the temperature stratification is determined by
radiation equilibrium of the gas. This assumption is justified as long as the envelope is
optically thin to the cooling radiation emitted by the dust. The inclusion of an energy
equation poses no problems, if one wants to spend the computer time.

The model is completed with the equation of state for ideal gases.

3.3.2 (GAS CHEMISTRY

Our hydrodynamics code contains an equilibrium chemistry module (Dominik, 1992)
which includes H, Hy, C, Cy, CoH, CoHy and CO, and hence is suitable for modelling
C stars.

Oxygen has completely associated with carbon to form CO. Due to the high bond
energy of the CO molecule (11.1 V), this molecule is the first to form. In absence of
dissociating UV radiation, CO-formation is irreversible. Hence if e > ¢ at the time
of CO formation, all oxygen will be captured in CO and carbon will be available for the
formation of molecules and dust. Given the total number density of H and C atoms in
the gas phase, the dissociation equilibrium calculation is carried out in each numerical
time step to give the densities of the molecules mentioned. Therefore, bookkeeping
of the H and C number densities is needed. This requires two additional continuity
equations of the form of Eq.(3.3).

3.3.3 GRAIN NUCLEATION AND GROWTL

Once the abundances of the gas molecules are known, the nucleation and growth of
dust grains can be calculated. We use the moment method (Gail et al., 1984; Gail &
Sedlmayr, 1988), in conservation form (Dorfi & Hofner, 1991). The resulting nucleation
and growth rates are used to calculate the source terms of Eq.(3.3) and the additional
continuity equations for hydrogen and carbon. The moment equations provide the
evolution in time of the zeroth to third moment of the grain size distribution function.
Hence, amongst others, the number density and the average grain size are known as a
function of time. We could, in principle, calculate the full grain size spectrum, using
the moment method, but we limit ourselves to the use of average grain sizes. The main
advantage of this is that we can apply two-fluid, instead of multi—fluid hydrodynamics,
which is obviously computationally cheaper.

3.3.4 VIsSCOUS GAS—GRAIN MOMENTUM COUPLING

In the absence of grain drift, gas and dust particles will collide [requently due to the
thermal mation of the gas, but no net momentum transfer from one state to the other
will take place since the collisions are random. If grains are radiatively accelerated with
respect to the gas, both the thermal motion and the acceleration give rise to gas-grain
encounters, resulting in a net momentum transfer from grains to gas. The resulting
viscous drag force is described in e.g. Schaafl (1963).

In the hydrodynamical regime, the time scale on which individual gas—grain caollisions
occur is many orders ol magnitude smaller than the dynamical time scale. Hence,
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in order to calculate the momentum transfer from grains to gas, one needs to sum
over many collisional events. The strong dependence of the momentum source term
on the (drift) velocity, via the drag force (Eq.(3.8)), enables rapid changes in the
velocities. When applying an explicit numerical difference scheme, as we do, it will
therefore be necessary to take small numerical time steps. Taking small, and hence
more, time steps involves the risk of losing accuracy however. In our case, the drag
force makes the system so stiff that this would lead to unacceptably small numerical
time steps: a reduction of a factor thousand or more, compared to the Courant time
step is not unusual. To avoid having to take such small steps we perform a kind of
subgrid calculation for the drift velocity by studying the microdynamics of the gas-
grain system. Doing so, we derive an expression for the temporal evolution of the
drift velocity during one numerical time step. This expression is then nsed to calculate
an accurate value of the momentum transfer, i.e. the integrated drag force, in one
numerical time step. This way, the momentum transfer rate is determined without
making assumptions about the value of the drift velocity at the end of the numerical
time step. Hence, if the momentum transler is determined in this manner a full two-
fluid calculation can be done. Details of the derivation are given in Section 2.2.4.

Another way to go around the problem of course would be to assume that the grains
always drift at their equilibrinm drift velocity and to perform a ‘1.5 fluid’ calculation.
It turns out, however, to be difficult to determine whether or not the assumption of
equilibrium drift is justified, c.f. Section 3.2.3. For a discussion about the comparison
of two—fluid and ‘1.5 fluid’ calculations see Section 2.2.4

3.4 NUMERICAL CALCULATIONS

3.4, 1 NUMERICAL METHOD

The continuity and momentum equations are solved using an explicit scheme. A hy-
drodynamics code was specially written for this purpose. It uses centered differencing
and a two-step, predictor—corrector scheme, applying Flux Corrected Transport (FCT)
(Boris, 1976). Second order accuracy is achieved for the single fluid and momentum
coupled (‘1.5 fluid’) calculations. In the two fluid computation we applied, whenever
needed, Local Curvature Diminishing (LCD) (Icke, 1991}, at the risk of infroducing
first order behaviour.

3.4.2 INITIAL AND BOUNDARY CONDITIONS, GRID

As an initial model for the calculation, a stationary profile for TRC +10216, kindly
provided by J.M. Winters (Winters et al., 1994), was used, see Fig. 3.1.

Stellar parameters of this model are: M, = 0.TMg, L. = 2.4-10%Lg, T\ = 2010K
and a carbon to oxygen ratio ec/eg = 1.40. The corresponding stellar radius is R, =
9.20 - 10%¥em, Ruax = 200R,. The mass loss rate for the initial model is M=8.
10 "Mgyr~'. In order to compare our calculations with observations, we extend the
computational grid to 1287 R,. Because no initial data is known for the grid extension,
we simply set the initial values for » > 200K, of all flow variables equal to their value
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Ficure 3.1: Velocity (no drift), gas and dust density, nucleation rate and average grain radius
for the initial profile.

at r = 200R,. As a consequence of this, a transient solution will have to move ouf of
the grid before the physically correct solution can settle.

Grid cells are not equally spaced, since a high resolution is desirable in the subsonic
area but not necessary in the outer envelope. The grid cells are distributed according
to:

rin] —r[n—1]
r[1] = r[0]

The number of cells in the grid, n,,... used here is 737 and the size ratio g between
the innermost and the outermost cell is 318.

One of the most important aspects of a numerical hydrodynamics caleulation is the
treatment of the inner boundary. Since the (long time averaged) mass fluxes through
{he inner and the outer boundary must be equal, sefting the inner boundary essentially
means fixing the mass loss rate. We have, in our caleulations, fixed the density and
velocity in the innermost grid cells, so that the advective mass and momentum fluxes
(i.e. the first order derivatives of the flow variables) through the inner boundary are
constant. Note that the temperature was constant as a function of time as well so
that also the pressure will be fixed. In reality, however, velocity and density will vary
with time. To account for a variable inflow of mass into the envelope, we permit also
diffusive inflow of mass. This flow depends upon second order derivatives near the
inner boundary and therefore models quite realistically the cause of matter inflow into
the envelope. At the inner boundary, the main driving term of the wind is not yet
active and the velocities are very small because newly formed small grains, which are
very sensitive to radiation pressure, are formed farther out. Therefore, the oscillations
of the envelape are clearly not caused by the implementation of the inner boundary.

Ta model the diffusive flux at the inner boundary, we could have introduced a
separate diffusion term, There is no need to do so, however, since our numerical scheme
involves the caleulation of a diffusion term already. This diffusion term (nwmerical
viscosity) is part of our finite difference scheme and it is locally (i.e. at extrema)
required to stabilize the centered differencing method. Whenever numerical viscosity
is not strictly needed to stabilize the numerical scheme it will be cancelled by an anti-
diffusion term (Boris, 1976). A detailed description of this method is beyond the scope
of this paper, for details the reader is referred to Icke (1991). We want to allow for
diffusion at the inner boundary. Instead of adding explicitly a diffusion term we can
simply somewhat reduce the anti-diffusion at the inner boundary. That way, not all
of the numerical diffusion is cancelled and effectively a diffusive flux is created at the
inner boundary.

Although important for the AGB evolution, no stellar pulsations or time dependent

= q\f!,—-l/"”n‘.ax._l (3.]0)
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luminosities were used. Often, in hydrodynamical simulations of late type stars, stellar
pulsations are introduced as a time dependent inner boundary condition. In the absence
of pulsations, the average grain near the inner boundary will be large. Since larger
grains are less elliciently accelerated by the radiative force than smaller ones, the
stationary inner boundary condition will lead to small velocities in the lower envelope.
As aresult of the ineflicient radiative force on large grains, these grains will also tend to
drift at high or even non-equilibrium drift speeds. To avoid this unwanted behaviour,
equilibrium drift is imposed in the first 2.8 R, also in the two—fluid calculation.

3.4.3 CALCULATIONS

In order to determine the effect of grain drift on the outflow, we perform three types
of calculation. First, we solve the full two—fluid system including gas chemistry, grain
formation and growth and the continuity and momentum equation for both gas and
grains. The viscous momentum transfer during each numerical time step is calenlated
by integration of fqrae over this time step as was presented in Section 3.3.4. Division
by the duration of the time step gives an expression for fqrag that can be inserted
in the momentum equations, Eqs.(3.4,3.5). When solving, the left hand side of these
equations is multiplied by the time step again, so that indeed the correct amount of
momentuim is transferred.

Next, a 1.5-fluid calculation is performed. Here, the drag force is calculated by
assuming equilibrium drift in Eq.(3.8). The dust velocity is taken ta be the sum of the
gas velocity and eqguilibrium drift velocity, according to Eq.(2.123). The momentum
equation of the dust is not solved.

Finally, we also perform a single fluid calculation. Here too, only the gas momentum
equation is solved. The drag force exerted on the gas is taken to be equal Lo the
radiation force on the grains. Now, the velocity of the grains is simply set equal to the
gas velocity. From the 1.5 and single fluid calculations, we expect to learn about the
influence of (non-equilibrium) drift on the flow, when comparing them to the two fluid
calculation.

All three models were evolved 10° numerical time steps, which amounts to 9.71-10%°,
1.67 - 10! or 3.14 - 10** seconds, depending on the model.

3.4.4 REesurts

Fig. 3.2 shows the mass loss rate at B = 100, 500 and 1000 R, as a function of time
for the three calculations. The first 150 years of output in the 500 R, plot and the
first 800 years in the 1000 R. plot show the passing of the transient solution. This
is a result of extending the grid from 200 &, in the initial profile to 1287 R. in the
calculation, the flow needs some time to reach the additional grid points.

Both the 1.5 and the two—fluid model show quasi-—periodic oscillations. From plots
which cover a longer time interval (not shown here) we infer that the variations in the
mass loss rate in the single fluid calculation behave quasi—periodically as well, on a
time scale of a few thousand years. An immediate conclusion from this is, that the
presence of grain drift is important for variations of the mass loss rate.
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Ficure 3.2: From top to bottom: Mass loss rates for single fluid (no drift, gas and grain have equal
velocity, ‘position coupling’), 1.5-fluid (equilibrium drift, gas and grains have equal acceleration,
‘momentum coupling’) and two—fluid (no assumptions on drift, no coupling imposed) calculations,
for R = 100, 500 and 1000 A.. Note that the first 150 years of output in the 500 R. plot and the
first 800 years in the 1000 R. plot show the passing of the transient solution due to the extension
for the calculational grid w.r.t. the initial model.

The time between two peaks in the mass loss is approximately 200 to 350 years for
the 1.5-fluid model, and about 400 years for the two-fluid model. Both numbers lie
nicely in the range of the separation of 200-800 years between the shells that Mauron
& Huggins (1999) observed in IRC +10216.

In all three calculations we see that the short time variations that arve present at 100
R., have disappeared far away from the star. Mauron & Huggins (2000) note that this
“wide range of shell spacing, corresponding to fime scales as short as 40 yr (close to the
star) and as long as 800 yr”, should be accounted for in a consistent model. This poses
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FIGURE 3.3: Gas and dust velocities as a function of radius and time for the 1.5 and the two—fluid
model.

no problems, since the disappearance of the smaller scale structures is simply due to
dispersion and hence will appear in any flow in which perturbations do not propagate
with exactly the same speed.

The fact that the two fluid calculation shows less variations on short times scales
than the 1.5-fluid model may be due to the more first order character of the former (as a
result of the LCD term, see Section 3.4.1). We shall see that in the two-fluid calculation,
in large parts of the envelope, grains move at their equilibrium drift velocity.

The time averaged mass loss rate, estimated from Fig. 3.2, lies around M=1-
10~ *Mzyr~t. The fact that this is somewhat higher than the mass loss rate of the
initial model indicates that indeed the diffusive flux at the inner boundary has con-
tributed, see Section 3.4.2. Our limited implementation of the radiative force (we use
a grey dust opacity and take the extinction cross section of the grains equal to the
geometrical cross section) causes the velocities in our calculation to be higher than
the velocities in the initial model. Using a lower value for the stellar luminosity (e.g.
using the core mass luminasity relation) has proven to immediately lower the outflow
velocity and hence the mass loss rate.

Figures 3.3 and 3.4 show, for the 1.5 and the two-fluid model, the gas and dust
velocities and densities, as a function of radius and time. Throughout the whole grid,
the fluctuations oceurring in the two—fluid calculation are more regular that those in the
1.5-fluid model. The velocities of gas and dust in the momentum coupled calculation
reach values that are up to 25% higher than in the two-fluid calculation. In the latter,
matter is less accelerated than in the former, especially for radii larger than about
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Fieune 3.4; Gas and dust densities as a function of radius and time for the 1.5 and the two—fluid

‘model,

2 - 10%® em. Probably, this is a result of non-equilibrium drift, which starts to appear
around this radius (see Fig. 3.6). Non—equilibrium drift occurs when the time needed
by a grain to reach its equilibrinm drift velocity is long compared to the dynamical
time scale. During a period of non-equilibriuin drift, the gas is not being maximally
accelerated and both gas and dust velocities will be lower than in a phase of equilibrium
drift.

The gas density structure (Fig. 3.4) for the 1.5-fluid and the two-fluid calculation
look similar. The main difference is that short time scale variations are present in
the lower regions of the former, whereas large scale effects dominate the latter. The
density structure plots for the dust show another difference: the perturbations in the
1.5-fluid flow appear as local increments of the density but in the two component fow
the variations rather look like dips in the average profile. Maximum outflow density
for gas and grains are in phase in the two—fuid model though, the ‘dust pulse’ is
significantly broader than but centered around the maximum in the gas outflow. This
is not just the ease in the upper parts of the envelope, where non-equilibrinm drift is
present, but also for smaller radii.

In Figs. 3.5 and 3.6 we plot a series of snapshots, displaying the evolution of various
flow variables during one instability cycle for the 1.5 and the two-fluid model. For the
1.5-fluid calculation the drift velocity is, by definition, always equal to its equilibrium
value, which shows a time dependent behaviour. In the two-fluid flow we find that the
drift velocity, out to approximately 10'® c¢m, equals the equilibrium value. At larger
radii, small deviations from equilibrivm drift are detected.
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Freure 3.5: 1.5-fluid model. First column: gas and dust velocity (dashed line). The dot denotes
the location of the critical point. Second column: gas and dust density (dashed line). Third
column: drift velocity. Fourth column: average grain radius and grain nucleation rate (dashed
line). The frames show (from top to bottom) the flow profile at 0, 30, 56, 81, 105, 132, 164, 197,
225, 252, 280, 310, 352 and 404 years after the first frame.
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Ficure 3.6: Two=fluid model. First column: gas and dust velocity (dashed line). The dot

denotes the location of the critical point. Second column: gas and dust density (dashed line).
Third column: drift velocity (dashed line) and equilibrium drift velocity (full line). Fourth column:
average grain radius and grain nucleation rate (dashed line). The frames show (from top to
bottem) the flow profile at 0, 32, 63, 93, 116, 131, 144, 156, 170, 189, 214, 245, 284 and 330
years after the first frame.
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We want to stress that the fact that we see equilibrium drift in the lower and in-
termediate regions of the two component model only implies that equilibrium drift is
established on a time scale shorter than the dynamical time scale. It does not however
exclude the possibility that non-equilibrium drift oceurs on shorter time scales, see
Section 2.2.4.

3.4.5 TUE ORIGIN OF THE MASS LOSS VARIABILITY

To investigate what causes fhe variability we will step through the frames of Fig. 3.0
for the two—fluid calculation. Thereafter. we will discuss the differences with the 1.5
fluid model. The mass loss rate of a stellar wind is determined in the subsonic region
(see e.g. Lamers & Cassinelli (1999)), therefore in the following, when investigating
the mechanism underlying the variability, we focus on this region, unless explicitly
mentioned.

In Fig. 3.6 (frames 1-3) we see that the onset of the mass loss variability is the
situation in which the dust has a velocity that is significantly higher than the gas
velocity., This means that the residence time of a grain in the parts of the envelape
where grains can grow is relatively short so that the average grain size is small. The
smaller the grain, the more efficient radiation pressure will be, since small grains have
a large surface to mass ratio and since we have assumed that the grain extinction cross
section equals the geometrical cross section. Hence, radiative acceleration of grains
is efficient and the wvelocity of the small grains increases further. Because position
canpling is not imposed, the gas velocity can stay low and the drift velocity increases.
We refer to this phase as the ‘slow phase’ of the variability cycle, because of the low
gas velocity. Because the average grain radius is small, the grain acceleration becomes
more efficient, the dust velocity grows, grains become smaller, and so forth. On their
way out, the small grains concentrate in a narrowing shell, since the decrease of the
average grain radius in time coincides with an increase of their velocity.

The smaller the grains, the longer their mean free path. As a consequence of the
increasing drift velocity, this does not necessarily lead to a longer time interval between
two subsequent collisions of a dust grain with gas molecules. Also due to the increasing
drift velocity, the amount of momentum transfer from dust to gas per collision becomes
larger. Hence, there exists a certain critical value of the drift velocity for which the
momentum transfer from grains to gas becomes efficient. This sudden inecrease of the
drag force leads to an immediate acceleration of the gas (frame 4). This results in an
increase of the gas density and hence a further increase of drag lforce, since the mean
free path for gas-dust collisions becomes shorter.

The transfer of momentum from grains to gas is now very efficient, so that both
gas and grains move out with high velocities (frames 5-8). The normal, Parker—type,
stellar wind profile is now visible. We refer to this phase as the ‘fast phase’ (frame
5-9). During this phase, the drift velocity is relatively small, so that the residence time
of the grains in the region suitable for effective grain growth is relatively long. Hence,
the grains tend to be large during the fast phase.

Because the transition from the phase of high drift and low gas velocities to the
phase of low drift and high gas velocities took place very rapidly, a shock has formed
and the gas develops a shell. Though not very clear from the figure, a rarefaction wave
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moves in the opposite direction, at the same time. This leads to a gradual decrease
of the gas density, and therefore of the number densities of the condensible species,
below the sonic point. Although the density decrease is not so large, the impact on the
drag force is considerable. This is because it is affected by the decreasing density in
two ways. First, the decrease in the density directly leads to a decrease in the rate of
gas-grain collisions. Second, it leads to a decrease in the average grain size. This also
results in a longer mean free path and hence a lower drag force.

So, the passing of the rarefaction wave is immediately visible in the decrease of the
average grain rading (frames 9-14). This illustrates the enormous sensitivity of the
dust chemical processes to the densities.

Moreover, the rarefaction wave has triggered the slow phase again., This brings us
back to the situation in the first frame.

Crucial in the process of shell formation as described above are the two “turn—around’
points. At the end of the slow phase, the drag force suddenly becomes effective because
of its quadratic dependence on the drift velocity. This marks the onset of the fast
phase. The sudden increase of the momentum transfer rate leads to the development
of a shock. The rarefaction wave that arises simultancously eventually triggers the end
of the fast phase and the start of the next slow phase. A schematic representation of
the variability mechanism is given in Fig. 1.5.

In the absence of grain drift, changes in the effectiveness ol the drag force wounld
be absent. The behaviour of the system during the slow phase is dominated by the
existence of drift. This immediately explains why variability in the mass loss rate in
a single fluid system is less well regulated (see Fig. 3.2). The immediate reaction of
the nucleation and growth of grains to the density is also crucial for the variability
mechanism.

When comparing Fig. 3.6 and Fig. 3.5, the absence of the slow phase in the variability
cycle in the latter strikes the eye. This can be attributed to the imposed equilibrium
drift in the 1.5-fluid flow. In the two fluid system the drift velocity is directly influenced
by the dynamics. In the 1.5-fluid model, however, the (equilibrium) drift velocity is
only indirectly determined by the dynamics, namely via the (number) densities and the
grain size. The fact that the variability character is still observed in this calculation is
a consequence of the fact that the drift velocity, although not actively, does change as a
function of time, in combination with the extreme sensitivity of the nucleation rate to
the density and of the dynamics, via the drag force, on the grain size, and density. The
sensitivity of the system is well visible in Fig. 3.5: any variation of the densities, grain
size and nucleation rate is hardly visible (also because they are plotted logarithmically,
ranging over many orders of magnitude) buf the resulting variations in the velocity
field are clearly present.

3.4.6 COMPARISON WITH OBSERVATIONS

To enahble a qualitative comparison of our results with recent observations of IRC
+10216 (Mauron & Huggins 1999; 2000), we have produced Fig, 3.7. The left frame
is adapted from Mauron & Huggins (1999) (their Fig. 3). It shows the composite
B + V image of IRC +10216, with an average radial profile subtracted to enhance
the contrast. We compare this image with the dust column density as a function of
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Fioure 3.7: Upper left frame: Composite B - V image of IRC 410216, with an average radial
profile subtracted to enhance the contrast (adapted from Mauron & Huggins (1999)). Note that
a few patches in the image are residuals of the removal of the brightest background objects, and
these should be ignored. Other frames: series of snapshots of our 1.5-fluid calculation. Plotted is
the dust column density, also with an average radial profile subtracted. The average radial profiles
are calculated for each snaphot separately, hence the slight difference in colour from plot to plot.
The theoretical profiles are shown for ages 44, 118 and 211 years with respect to the first frame in
Fig. 3.5. The size of our computational grid corresponds with the field of view of the observational
image (131" x 131") and a distance of 120 pec.

radius for a number of snapshots in our calculation. The size of our computational
grid (extended to 1287 R.) corresponds with the field of view of the observational
image (131" x 131") and a distance of 120 pc. We have also subtracted an average
radial density profile to enhance the contrast. Comparing dust column density to the
observed intensity makes sense, since in the optically thin limit, the observed intensity,
due to llumination by the interstellar radiation field is proportional to the column
density along any line of sight (Mauron & Huggins, 2000). We used the results of the
1.5-fluid computation to produce Fig. 3.7 because there the short time scale structures
are visible, whereas they are suppressed in the two-fluid model because the latter
isn’t always second order accurate. Note that the fact that in our calculated images
all shells appear to be perfectly round is simply due to our assumption of spherical
symmetry. The two dimensional plots were produced by simply rotating the spherically
symmetric profile. In view of the fact that our calculations indicale that the chemical-
dynamic system that regulates the behaviour of the envelope is extremely stiff and
reacts violently to all kinds of changes, we think that it is rather unlikely that the
observed circumstellar shells are indeed complete. It is intriguing to see that this idea
is supporied by the recent observations by Mauron & Huggins (2000), which show that
most shells, although they may extend over much larger angles at lower levels, are
prominent over about 45°.

As was mentioned before, Fig. 3.7 only offers a qualitative comparison with the
observations. [t can, however be used to establish that the spacing of the shells, small
scale structure inside, large scale structure outside, is similar in the observations and
calculations. This, is not surprising however, since merging of shells of various widths
is due to dispersion, as was mentioned in Section 3.4.4.

3.4.7 THE TIME SCALE OF MASS LOSS VARTIATIONS

The characteristic time scale of the variability corresponds to the time needed by the
rarefaction wave to cross the region between the sonic point and the innermost point of
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the nucleation zone. The width of this region is a few times 10'* to 10'® cm, depending
on the phase. The velocity of the rarefaction wave equals the gas velocity minus the
local sound velocity and is typically a few times 10% to 10° cm s—', depending also on
the phase of the variability. The resulting time scale is roughly 50 to 500 years, which
indeed corresponds to the time separation between two maxima in the mass loss rate
in our calculation.

3.4.8 DISCUSSION

We found that the fact that the average grain size reacts strongly to the density struc-
ture is an essential ingredient for the formation of variability in the outflow. This
explains why Mastrodemos et al. (1996) and Steffen & Schénberner (2000), who also
performed time dependent, two—fluid computations, but did not take into account self
consistent grain growth, did not encounter mass loss variations in the outflow.

Also, grain drift appears to be essential for variations in the mass loss rate. If grains
can drift with respect to the gas, they can form regions of higher (or lower) density
and/or size independently from the gas.

Periodic variability in the mass loss rate occurs in both the 1.5-fHuid and the two
fluid calculations, becanse grains are allowed to drift in both cases. Both calculations
give somewhat different results, though, Probably, assuming equilibrium drift a priori,
as was done in the 1.5-fluid computation, influences the results, even if the grains in
the two—fluid model turn out to drift at the equilibrium drift velocity as well. There
are two reasons for this. First, the fact that equilibrium drift has established itself
at the end of a numerical time step, does not mean that there has been equilibrium
always during this specific time step. Hence, integration of the drag force over the time
step provides a better value of the momentum transfer than multiplication of the drag
force with the duration of the time step, c.f. Section 2.2.4. Second, the value of the
equilibrium drift velocity in the 1.5-fluid calculation is indirectly determined hy the
dynamics, whereas in the two—fluid case there is a direct influence. Also, the fact that
the 1.5-fluid calculation is second order accurate, but in the two-fluid calculation this
level of accuracy is not always achieved, will lead to differences in the results.

We have not taken into account radiative transfer to solve the energy structure in
the envelope. Also, we used a grey absorption coefficient in the radiative force and we
did not calculate the grain temperature. These are severe limitations of the maodel.
However, we believe thal they do not influence the general conclusion that dynamics
and chemistry together can lead to time dependent structures. 1t is more likely that
taking into account the temperature structure determined by the optical properties of
the grain population will make the variability even more pronounced. This is inferred
from previous calculations by Fleischer et al. (1992) in which the interaction between
atmospheric dynamics and radiative transfer was solved, imposing a time dependent
inner boundary. Recently, Winters et al. (2000) performed similar calculations, also
without the piston at the inner boundary. Their results also indicate that the coupling
between the sensitive grain chemistry and the dynamics can lead to variability in the
wind.

The role of the inner boundary in calculations as presented here is extremely impor-
tant, It is possible to generate wind variability using a time dependent inner boundary.



76 3, ORIGIN OF QUASI-PERIODIC SHELLS IN DUST FORMING AGB WINDS

We did not do this: the inner boundary that we have used was created to have as little
influence on the results as possible. It consists of a fixed advective flux which can be
modified by a diffusion term. The diffusive contribution to the flux is proportional to
the gradients of the flow variables near the inner boundary, i.e. it is not externally
prescribed. This is a realistic approach, since the inner boundary is located in the sub-
sonic regime, where communication with lower layers is still possible. In this respect a
completely fixed inner boundary would be less realistic,

We have referred to the quasi-periodic structure in our models as ‘shells’. In order
to prove that the structure is truly created in the form of spherical shells one should
perform three dimensional hydrodynamics. Higher dimensionality will be a topic of
future research.

Shell structure is observed around only a small number of Post-AGB objects and
PNe. It is possible that the majority of objects doesn't have shells. A stationary wind
can definitely exist if for some reason the equilibrium drift velocity is relatively low.
This can be the case if the lnminosity of the star is low. This will limit the mutual
motion of both fAuids and hence the value of the gas to dust density ratio so that the
outflow will remain more smooth.

3.5 (CONCLUSION

Our calculations suggest that the sensitive interplay of grain nucleation and dynamics,
in particular grain drift, leads to quasi-periedic winds on the AGB. The characteristic
time scale for the variability corresponds to the crossing of the subsonic nucleation
zone by the rarefaction wave. This time scale also matches recent observations of TRC
+102186.

More generally, we would like to stress that two-fluid hydrodynanics is important
in order to reach self-consistency of the modelling method since the validity of the
assumption of equilibrium drift is hard to check. If equilibrium drift is applied, it
should be calculated by demanding the grains and the gas to be equally accelerated,
rather than by equating the drag force and the radiation pressure on grains, because
grains do have mass.

Observations also imply that gas and grains may not be spatially coupled (Sylvester
et al., 1999) and that variations in the gas to dust ratio in the outflow may arise (Omont
et al., 1999).
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4

MASS LOSS VARIABILITY ON THE AGB

4.1 INTRODUCTION

1 In the previous chapter, we have shown that grain drift is important for explaining the
shell structures observed around a number of post-AGB objects and young Planetary
Nebulae. In the current chapter we investigate under which circumstances these shells
can form. We perform a number of model calculations for AGB stars with various
stellar parameters. All calculations are performed once with and once without grain
drift. Comparison of both classes of models leads to the conclusion that in some cases
the neglect of drift seems justified on the basis of single fluid calculations but turns out
to be a serious omission when grain drift is taken into account. The winds calculated
assuming single Huid flow are, throughout parameter space, fairly stationary. When
taking drift into account, a wide range of outflow types is produced with the same
parameters. Depending mainly on the stellar effective temperature, luminosity and
mass, the outflow is a stationary wind with a high mass loss rate; a wind with quasi
periodic mass loss rate changes; or an outflow in which only the grains are driven out.
Smooth winds are produced in objects with relatively low M., low T, and high L.
Mass loss variability, on a time scale of the order of 100 years, occurs when the star has
high M, high T, and low L,. This dependence on stellar parameters suggests that
the formation of shells can be considered as a transient phase in the evolution along
the AGB. This idea is supported by e.g. the fact that observed shell structures are
located in the outermost regions of the circumstellar nebula.,

The number of reported observations of shell structure around PNe is rapidly increas-
ing. After the first indication of ‘spherical bubbles' around NGC 6543 (Harrington &
Borkowski, 1994), the presence of shells has been confirmed for, amongst others, AFGL
2688 (Sahai et al., 1998), IRAS 17150-3224 (Kwok et al., 1998), IRAS 17441-2411 (Su
et al., 1998) and NGC 6543 (Balick et al., 2001). Images of shells around a post-AGB
object were first obtained by Mauron & Huggins (1999; 2000). Recently, indications of
mass loss variability, which underlie the formation of shells, were found in AGB stars
{Marengo et al., 2001).

The notion that the outflow from late type stars is not necessarily stationary did
not just come from high resolution observations that became possible during the 1990s.
Simultaneously, advanced computer codes, that solve the equations of hydrodynamics
in the circumstellar envelope were developed.

!The contents of this chapter overlap largely with Simis (2001)
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Dynamical models by Fleischer et al. (1995) revealed a nonlinear effect due to the
dust opacity, the exterior k-mechanism. This effect arises as a result of backwarming
alter the formation of dust, by which pressure driven waves are initiated. These,
subsequently, provide the density enhancements that are needed for the next dust
formation and growth cycle. This leads to a pulsating outflow, with a period of the
order of a few hundred days. Independent calculations by Hofner et al. (1995) have
confirmed this mechanism. Although the variability in the calculations by Fleischer
et al. (1995) and Hofner et al. (1995) seems to be very different from the mass loss
variabilities we have encountered in the previous chapter, they too suggest that winds
from late type stars may not be smooth at all as a result of a nonlinear interaction
between grain physics and dynamics. .

A fow years earlier, Morris (1992) (cf. Deguchi (1997)) for the first time suggested
an instability as a result of the presence of grain drift. Using linear stability analysis
it was shown that this instability might give rise to inhomogeneities observed in the
circumstellar environments of mass losing stars. Further investigations of this idea, with
time dependent hydrodynamics calculations by Mastrodemos et al. (1996), however,
lead to the conclusion that the instabilities cannot persist. From our calenlations, see
Chapter 3, is has become clear that drift can cause mass loss modulations and the
formation of structure in the envelope. The main difference between our calculations
and those by Mastrodemos et al. (1996) is that they give only a heuristic description
of the inner 5-10 R, and the dust formation, growth and evaporation processes in that
region, whereas we include these consistently in our models.

Mass loss variability on a time scale of the order of ten to hundred years is also found
in a few calculations by Winters et al. (2000). These are self consistent hydrodynamics
calculations, of the same type as curs, though with a more advanced treatment of the
radiative structure of the envelope, but assuming single fluid flow. We, too, find indi-
cations for variability on these time scales in our single fluid models, but the amplitude
in the mass loss rate is very small compared to what is found in models with drift, see
Section 4.3.2.

Apart from the mechanism suggested in Chapter 3, explanations for the occurrence
of mass loss modulations on hundred year time scales are given by Soker (2000) and
Garcia-Segura et al. (2001). Both relate the formation of concentric shells to the
presence of a solar like magnetic activity cycle. Soker (2000) suggests that the enhanced
magnetic activity at the cycle maximum results in an increase of magnetic cool spots.
At the location of these spots the scale height will drop, which causes an increase in
the dust formation and hence an increase in the mass loss rate. There are some specific
requirements to make this mechanism work: the AGB star needs a companion which
deposits angular momentum into the envelope. The mass of the companion has to be
~ 0.3M, and the orbital separation has to be between 5 and 30 AU. Soker (2000)
uses these constraints to explain that not all PNe show shell structure. If AGB stars
possess a magnetic cycle, and if the period of this cycle is of the order of a few hundred
years, this mechanism may indeed explain mass loss variability and the formation of
shells, However, our self-consistent dynamical calculations and those performed by
others previously indicate that the envelopes of AGB stars are highly self-regulating
systems, with internal instabilities and characteristic time scales. Therefore, in order
to judge the effectiveness of a mechanism like that proposed by Scker (2000), it has to
be incorporated in a dynamical calculation.
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Garcia-Segura et al. (2001) propose an active role of the magnetic field. A cyclic
polarity inversion of the surface magnetic field of the AGB star leads to modulations of
the magnetic pressure, which directly produce the density fluctuations. These results
are produced using hydrodynamical calculations. Since the dynamical influence of the
dust component was not taken into account in these calculations, we think that here,
too, the effectiveness of the mechanism is not yet entirely convincing. Garcia-Segura
et al. (2001) argue that shells formed by magnetic pressure waves persist longer than
the shells that are generated without magnetic pressure in the wind. However, most
cases of concentric shells are observed around young PNe or even younger objects. The
only exception is Hubble 5, but in that case the shells were only detected around the
waist of the bipolar object, so that they are probahbly shielded by a disk (Mellema,
priv. comm.). Hence, even if shells produced by a mechanism as proposed in Chapter
3 would fade in due time, this would not be in contradiction with the observations.

4.2 MODELLING METHOD

4.2.1 HYDRODYNAMICS CODE

The calculations presented in this chapter were performed with aur special purpose nu-
merical hydrodynamics code. This second order, explicit, Eulerian, FCT /LCD code, in
spherical coordinates is suitable for calculating the flow around AGB stars. The nucle-
ation, growth and evaporation of grains is consistently incorporated in the caleulation.
Gas and dust can be considered as two separate fluids. In the previous chapter, we
have demonstrated that the sensitive chemical structure of the envelope, in combina-
tion with two fluid flow, gives rise to a very nonlinear system, in which the mass loss
rate shows time dependent variability. The time scale of this variability is of the order
of that associated with the shells observed around a number of post-AGB objects and
PNe.

The calculations for IRC +10216, presented in the previous chapter, were performed
with a somewhat limited version of the hvdrodynamics code which was described in
Chapter 2. E.g., we did not consider grain evaporation. In the current version of the
code we do include this effect. This results in a dust free zone near the inner boundary
and consequently in somewhat lower outflow velocities, which are in better agresment
with the observed values. Thermal grain evaporation is incorporated in the moment
method (Gail et al., 1984; Gail & Sedlmayr, 1988) for the calculation of the grain
populations according to the prescription by Gauger et al. (1990).

In the calculations presented here, we no longer assume the cross section for the
interception of stellar light by the grains to be equal to the geometrical cross section.
Also, the temperature stratification is no longer fixed. Instead, we calculate the tem-
perature by assuming radiative equilibrium, using a method similar to that described
by Lucy (1976) and Fleischer et al. (1992). For details, see Section 2.2.3.

Finally, we infroduce a piston inner boundary condition. In doing so, we mimic
the stellar pulsation. In Chapter 3, we did not take this into account, because we
wanted to focus on the time dependent behaviour which arises in the circumstellar
envelope in the absence of external dynamical input. Without this, however, a high
luminesity and low stellar temperature and mass were required to drive the wind.
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Since in reality AGB stars are known to be Long Period Variables (LPVs) and the
stellar pulsation is an important factor in the dust driven wind, we take them into
account in the following. An interesting question is whether stellar pulsation is able to
suppress the quasi-periodic mass loss variations like those present in our calculations
for TRC +10216. This turns out not to be the case. A detailed description of our inner
boundary condition, including the piston, is given in Section 2.2.6 and Section 2.3,

A full description of the hydrodynamics code, as well as comparisons with results
produced with similar codes, can be found in Chapter 2.

4,22 GRID OF MODELS

We have computed twenty models, in two sets, Each model is characterized by six
parameters: the current mass (M, ), luminosity (L.), and effective temperature (7%)
of the star, the carbon to oxygen abundance ratio (ec/eo), the period of the stellar
pulsation (P), and its amplitude (Av). With these parameters a hydrostatic state is
calculated (c.f. Section 2.4), which serves as an initial model for the time dependent
calculation.

To study the influence of the parameters T and L, we did 12 calculations with
luminosity varying between 1.0 - 10* and 14 - 10*Lg and effective temperatures in
the range 2106 to 2741 K. All other input parameters were kept constant: M, =
1.0Mg,ec/¢o = 1.8, P = 650 days and Av = 2.0 km s~ The parameters for the
remaining models were retrieved from theoretical evolutionary tracks on the AGB,
kindly provided by Vassiliadis & Wood (1993). From their track for a star with a main
sequence mass of 3.5 times solar and with solar abundances, we have chosen 8 models,
representing states during the final two thermal pulse cycles. We have used the effective
temperature, the luminosity and the current mass of these models to create hydrostatic
initial profiles as input for our hydrodynamics calculations. The carbon abundance was
assumed to be equal in all models, €c/eo = 1.8, and the amplitude of the piston as
well, Av = 2.0 km s~!. The period of the stellar pulsation was calculated by Vassiliadis
& Wood (1993) using the period-mass-radius relation and we have adopted the same
values. Figure 4.1 shows the distribution of the 8 models based on the Vassiliadis &
Wood tracks. A complete overview of our 20 models is given in Table 4.1. Therein we
also listed the gravitational acceleration at the stellar surface,

GM, TiM,
g(R*)——R‘E—OC T, (4.1)

For models with equal carbon to oxygen abundance and piston period and amplitude,
this quantity can be used as a measure for the power of the wind and hence the mass
loss rate. The importance of the effective temperature relative to the luminosity and
the mass in g(R.) is comparable to what was found by Arndt et al. (1997) in their
approximate expression for the mass loss rate (c.f. Section 2.5). Alternatively, the
density scale height #(R.) can be used as an indication for the power of the wind:

Rt
ug(Ry)

H(Ry) = (4.2)
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FI1GURE 4.1: Theoretical tracks for the effective temperature, luminosity and stellar mass (Vas-
siliadis & Wood, 1993). Indicated with vertical lines are the parameter sets that we have used to
calculate initial profiles for our hydrodynamical model calculations

Although this choice reduces the dependency on the temperature with one factor T},
it will turn out to be a very useful quantity when comparing the mass loss behaviour
of the various model calculations.

4.2.3 CALCULATIONS

A hydrostatic initial state is calculated for each of the models with the parameters of
Table 4.1. The dynamical calculations are performed on a grid running from R, out
to 50 R,. Grid cells are not equally spaced, since a high resolution is desirable in the
subsonic area but not necessary in the outer envelope. The grid cells are distributed
according to:

rln] = rn 1] R . |
T R / (4.3)

The number of cells in the grid, nmax, used here is 500 and the size ratio g between
the innermost and the outermost cell is 100.

Note that the grid used in these calculations is considerably smaller than in the
calculations in Chapter 3 (where we had Rpmax > 1000R,). A consequence of this is
that if shell structure forms, it will show relatively strong high frequency components.
This is simply due to the fact that in this case we look for shell structure at 50 R,,
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TaBLE 4.1: Stellar mass, temperature, luminosity, piston period, density scale height and gravi-
tational acelleration for the 20 models, The carbon-to-oxygen ratio ¢c/eq is 1.8 and the piston
amplitude Aw is 2.0 km s7* in all models.

model M. T L, P H(R.) g(R.)
(M) [10° K] [10°Lg| [days] [10" em]  [em 577

1 1.7236 2.500 1.3964 1412 1.350 1.184 107 ¢
2 1.6090 2.460 1.4289 1635 1.553 1.013 107!
3 1.5226 2.43R 1.4355 1788 1.694 9.204 1072
4 1.4108 2.415 1.4421 1995 1.890 8.174 10—f*
5 1.2807 2.427 1.3335 1979 1.896 8.185 10—f
£7 1.1792 2.427 1.4191 2264 2.192 7.082 1077
t8 1.0719 2477 1.4422 2318 2.305 6.872 10
t6 0.9806 2.564 1.4521 2209 2.287 7.169 107?
a 1.0000 2.106 1.0000 650 2.788 4.832 10—|2
b 1.0000 2.317 1.0000 650 2.093 7.079 1072
c 1.0000 2.520 1.0000 650 1.610 1.005 1071
d 1.0000 2.741 1.0000 650 1.264 1.386 107!
e 1.0000 2.105 1.2000 650 3.350 4.019 1072
f 1.0000 2.316 1.2000 650 2.515 5.889 102
g 1.0000 2.528 1.2000 650 1.934 8.360 1072
h 1.0000 2,740 1.2000 650 1.519 1.154 1071
i 1.0000 2.104 1.4000 650 3.914 3.438 102
j 1.0000 2.315 1.4000 650 2.938 5.039 1072
k 1.0000 2.527 1.4000 650 2.259 7.154 m—f’
1 1.0000 2.738 1.4000 650 1.776 9.860 107

whereas in Chapter 3 we focused on the regions at 100, 500 and 1000 R.. At these
large distances small scale structures have merged.

For the models based on the Vassiliadis & Wood (1993) parameters, we carried out
single and two fluid calculations, i.e. calculations without and with fully free grain
drift, see Section 3.2.2, The calculations a through ! were performed once in single
fluid mode and once in 1.5 fluid mode, i.e. assuming equilibrium drift.

Initially, all calculations are started without grain drift. Once the lower regions of
the envelope are shaken by the stellar pulsation, grain drift is switched on for the 1.5
fluid and two fluid models. The stellar pulsation increases the scale height and hence
facilitates the formation of dust and the onset of the dust driven wind. We shall see
that when grain drift is taken into account, a wind is produced less easily. Hence,
shaking the inner envelope is needed to start the wind in these cases. Note that this
is quite realistic: during its evolution on the AGB the star will pulsate long before the
stellar parameters have reached values for which a wind can be driven by radiation
pressiure on grains.

4.3 VARIATIONS IN MASS LOSS VARIABILITY

4.3.1 REsuLTS

Figures 4.2-4.6 show the mass loss rate as a function of time through a sphere located
at 50 K, for our 20 models. The results for the calculations with and without driff
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are plotted for each of these. The influence of drift is immediately clear: whereas
the mass loss rate is fairly stationary in the single fluid calculations, large mass loss
modulations occur in some of the models in which drift is incorporated. In Section 4.3.4
we investigate more closely the fact that drift turns out to be very important for the
flow, whereas based on single fluid calculations it often seems negligible.

Based on Figs. 4.2-4.6, three types of flows are distingnished for the drift-models.
First, there are the ‘stationary flows’, e.g. models a, b, €, f, 7, j, and k. In these
models, the mass loss rate as a function of time is rather constant. Some small scale
modulations occur, but similar variability is present in the single fluid models. Hence,
the variability in these winds seems to be mostly due to the stellar pulsation. The
second class of flows are the models with clear mass loss modulations, occurring on a
time scale of the order of 100 vears: ¢, g, h, I, t4, t5, (6, 7, and 8. We will refer to
this kind of variability as ‘drift-driven mass loss modulations’. Finally, in some of the
models the wind did not, or hardly, get started: d, £1, {2 and t3. We refer to them as
‘non-winds’. Because it seems possible that for these models the dust can escape but
the gas cannot, we sometimes call outflows of this type ‘pure dust winds’. These results
confirm the ideas of Salpeter (1974a), who realized that in case of a low luminosity and
a high stellar mass grains could decouple from the gas.

There is a rather big spread in the time coverage of the various calculations, as
can be seen from Figs. 4.2-4.6. The calculations which resulted in a stationary flow
(models a, b, €, f, i, j, and k) covered approximately a thousand years. Some of the
models with dust driven mass loss modulations ended after a few hundred years and
the non-wind calculations generally stopped after a hundred years. The short time
coverage of the latter is can be explained as follows. The poor coupling of gas and dust
results in a flow pattern in which the gas is falling back onto the photosphere, while the
grains escape at high velocities. Since the inner boundary of this version of the eode
Is not suitable for accretion, the calculation stops as soon as the gas reaches negative
velocities at the innermost gridpoint. Moreover, the huge velocity of the grains leads to
very small numerical time steps, because the CFL condition (see Sect. 2.1.1) limits the
flow to one cell per numerical time step. Therefore, if the velocity of the grains is e.g.
a factor ten larger in the non-wind calculations than in the stationary wind models,
the average numerical time step in the former is a factor ten smaller than in the latter.
Hence, calculating the same number of of numerical time steps leads to a much lower
time coverage for the non-wind calculations than for the stationary wind models. This
argument also explains why the time coverage of the calculations with the modulated
winds is lower than that of the stationary outflows. They too have on average larger
dust velocities, and hence smaller time steps.

In Figs. 4.7-4.12, we have plotted a series of snapshots for two models of each class.
In the first column, the velocities of gas (solid line) and dust (dashed line) are plotted.
The second column shows the gas (solid) and dust densities (dashed). In the third
column, the temperature is plotted with the solid line. The dashed line shows the
amount of collisions with other grains that a grain at this radial position would have,
based on the current grain number density and grain size profile. This variable will be
discussed in 4.3.2. Finally, the fourth column shows the average grain size (solid line)
and the nucleation rate (dashed}.

The frames in the figures representing the non-wind models (Figs. 4.7- 4.8) are the
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FIGURE 4.3: Mass loss rate versus time with (right frames) and without (left frames) drift, for
models e-h

last frames before the calculation stopped. They show a rapid and enormous increase
of the dust velocity, the gas velocity remains small or even becomes negative. For the
modulated wind models, Figs. 4.9- 4.10, the frames are selected to cover approximately
one variability cycle. In the case of the stationary winds, Figs. 4.11- 4.12 | no variability
cycle is present, and the frames were selected to cover roughly the same time span as in
the case of the modulated wind. It is immediately clear from these figures that in the
envelopes with the smoothest winds, the drift velocity is relatively small, the density
is high and the grains are, on average, large.

The gravitational acceleration g( R.) turns out to be a good measure for the character
of the wind. For the models a — I, which all have equal pulsation period P, there is a
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FIGURE 4.5: Mass loss rate versus time with (right frames) and without (left frames) drift, for
models t1-t4

clear trend: we find that roughly for g(R,) < 71072 cm s™2 the wind is stationary
and the average mass loss rate of the drift model is approximately equal to the mass
loss rate in the single fluid model. For 7-1072 £ g(R,) $1.2-107! ¢m s~2, mass loss
modulations are found and the average mass loss rate is lower when drift is taken into
account. For larger values of g(R.) the wind did not get started or stopped after the
transient solution had passed. Also for the models based on the Vassiliadis & Wood
tracks we see that high values of g( R.) indicate difficulties in driving the wind, whereas
lower values correspond with a modulated outfow. The fact that for these models the
mass loss rate as a function of time contains less variability on time scales of a few
vears is caused by the longer period of the piston.
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models t5—thH

4.3.2 VARIABILITY BEHAVIOUR AS A FUNCTION OF STELLAR PARAMETERS

The mass loss rate of an AGB star increases along the AGB. Our calculations show
that the mass loss not just becomes stronger but also more stationary with increas-
ing luminosity, and decreasing effective temperature and stellar mass. This can be
explained as follows.

The time scale of the variability is the crossing time of the rarefaction wave of the
dust forming part of the subsonic region (see Chapter 3). The width of this shell is
determined by the lacal density scale height. Consider an envelope of a star with a
relatively high luminosity, a low effective temperature and a low mass and consequently
a large density scale height (a ‘late’ AGB star). We compare the variability behaviour
of this object and a second object which is more massive and has a low luminosity and
a high effective temperature (an ‘early’ AGB star). Hence, the density scale height of
the second object is smaller than that of the first.

In the envelope with the large scale height, H(R, ), the density gradient is less steep
than in the envelope with the small scale height. Also, the temperature is lower in the
first case. Therefore, dust formation is more efficient and starts closer to the stellar
surface, in the first case. Consequently, in the subsonic region, the radiative force on
the grains, which drives the wind, is strongest. The stronger the force, and the lower
the radius at which it becomes effective, the more the sonic point of the wind is shifted
to the star. Hence, the dust forming part of the subsonic region is relatively small
when the density scale height is high. Thus, the variability period is short for objects
with a large density scale height and longer when the density scale height is smaller.

The amplitude of the variability decreases with increasing H(R.) as well. If the
scale height is large, the density gradient is small and the density in the subsonic
region remains high. In a high density environment, grains are efficiently decelerated.
This limits the maximum drift velocity. The transfer of momentum from grains to gas
becomes efficient already for relatively low values of the drift velocity. The minimum
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Figure 4.7: Model d, at time is 98.92, 102.1, 104.8, 106.7, 107.5, 108.1, 108.6, 108.9, 109.2,
109.6 year. First column: gas (solid line) and dust (dashed line) velocity. Second column: gas
(solid) and dust {dashed) density. Third column, temperature (solid). The dashed line shows the
amount of collisions with other grains that a grain at this radial position would have, based on the
current grain number density and grain size profile. Fourth column: the average grain size (solid
line) and the nucleation rate (dashed).

value of the mass loss rate reached during a variability cycle therefore is higher than
it would have been in the case of an envelope with a smaller scale height and hence a
lower density of gas.

The variability behaviour for four envelopes with different values of H(f. ) is schemat-
ically represented in Fig. 4.13. We label these schemes a (full line), b (dotted line),
¢ (dashed line), and d (dashed doted line). We have deliberately used names already
used in our grid of calculations: here too, the period and amplitude of the variability
increase [rom model a to ¢. We shall see that also scheme d, in which the mass loss
rate becomes very low because not enough momentum is transfered to the gas, fits in
this sequence.



88 4, MASS LOSS VARIABILITY ON THE AGB

40

., _\_ . 3 axags T TR
1 T E 2310 B,
(g ELThe ] e
:jg :T|\l, ot H'H'ﬂ'l—fE_;
1A f_ . 2
e
. -25 L= PR
] ia |.»|ﬂ—.—0—H—q—_; axioo B — i
3 ™ — E 2xrer B 3
i 3 qe1go [

. -

/10 [k /=]
T[]

40

tag (e, ) [e/em?]

v,
!

20

:| P — : ~20
F =10

~B B eeb—t

20 E | _/-V*I—'H‘J': T Sl =
|
L8 Forver S B i : L4
10 Lo Lq 10
r [em] r [em)
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For identification of the plots: see Fig. 4.7

First, we consider scheme ¢ in Fig. 4.13, which represents an envelope in which the
mass loss rate is modulated, on a time scale of the order of 100 years. The behaviour
sketched in this scheme is found in our model calculations e, g, h, I, t4, t5, 6, {7, and
t8. For models [ and ¢7 we plotted a variability cycle in Fig. 4.9 and Fig. 4.10. We
make a one-to-one correspondence between the frames in this variability cycle and the
variability phases of scheme ¢. The phase in scheme ¢, labelled with ¢!, corresponds
to frames 4, 5 and 6 of maodel #7 in Fig. 4.10: the velocity of the grains and hence
the drift velocity are increasing, at the same time, the average grain size is decreasing.
Smaller grains are efficiently accelerated by radiation pressure and hence move faster.
Fast grains stay relatively briefly in the region where grain growth takes place and
therefore remain small. The runaway process of smaller and faster grains is stopped as
soon as the drag force becomes efficient, This happens at ¢2 in Fig. 4.13 and in frame
7 of model ¢7 in Fig. 4.10. The gas now is efficiently accelerated and a shock develops.
At the same time the rarefaction wave starts to move in the direction of the star. The
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FiGUuRE 4.9: Model I, at time is 595, 608, 621, 633, 641, 644, 645, 647, 660, 673 year. For
identification of the plots: see Fig. 4.7

drift velocity gradually decreases, so that the residence time of the grains in the region
of effective growth increases. Hence, the average dust grain becomes larger while it
moves slower, We are now in phase ¢? in Fig. 4.13, which corresponds to frames &-10
and 1 in model t7 in Fig. 4.10. At this time the rarefaction wave is still crossing the
subsonic region. Doing so, it counterbalances the density increase due to the revival of
the outflow. Finally, approximately at the time when the rarefaction has crossed the
subsonic, dust forming region, the gas density actually starts to decrease. Through the
very sensitive coupling of the grain chemistry, this immediately results in a decrease of
the average grain size. This instant is represented as ¢/ in Fig. 4.13 and corresponds
to frame 2 and 3 in model {7 in Fig. 4.10. Once again, the runaway process of smaller
and faster grains starts.

The variability behaviour for the schemes a and b is exactly the same as for curve ¢,
but the amplitude and period of the modulation are smaller. If the density scale height
of the envelope is big enough, the period and amplitude of the mass loss modulation
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FIGURE 4.10: Model t7, at time is 265, 271, 277, 284, 290, 296, 303, 306,312, 318 year. For
identification of the plots: see Fig. 4.7

drops to values comparable to the period and amplitude of those that are due to the
stellar pulsation. Tt is then no longer possible to discriminate between the two modes
of variability, This is presumably the case for the models in our grid that we have
characterized earlier as ‘stationary’: models a, b, e, f, 1, j, and k. The ‘hiccups’ in the
mass loss that appear in some of these models, see Figs. 4.2-4.6, can now be explained
as well: they are due to some kind of beating between the stellar pulsation and the
drift-driven mass loss variability, which now occur on approximately the same time
scale.

Above, we have explained that in an envelope with a high density scale height,
the limited drift velocity reduces the period and the amplitude of the drift-driven
variability. Similarly, in an envelope with a very low density scale height (caused
by e.g. a high effective temperature, a high stellar mass or a low luminosity) the
few grains that form are barely decelerated. This leads to very large values of the
variability period and amplitude of the mass loss rate. In the (hypothetical) limit
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FIGURE 4.11: Model e, at time is 549, 555, 562, 568, 574, 581, 587, 593, 600, 606 year. For
identification of the plots: see Fig. 4.7

of unlimited grain drift, this results in extremely small, ever-accelerating grains that
escape without dragging the gas along. This is probably what made it impossible to
complete our model caleulations d, 1, {2 and #3.

In reality, the drift velocity cannot be unlimited because either grain—grain collisions
or sputtering will eventually destroy them. This increases the total grain-surface and
consequently increases the momentum transfer rate from grains to gas particles. Hence,
even in a very low density environment, the runaway process of smaller and faster grains
eventually stops. Presumably, an equilibrium state is reached: small dust grains flow
out at high but constant velocity. The depleted gas may flow out in a very dilute wind
or may even stay behind and eventually fall back onto the star. Whether or not this
scenario works cannot be checked with our current version of the hydrodynamics code.

We have explained why some AGB models, calculated taking into account grain
drift, show mass loss variability on a time scale of the order of 100 years, and some do
not. A careful look at Figs. 4.2-4.6 shows that in some of the calculations in which
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Figure 4.12: Model i, at time is 835, 841, 848, 854, 860, 867, 873, B79, 886, 892 year. For
identification of the plots: see Fig. 4.7

drift was not taken into account (g, k, ¢7 and 8), mass loss modulations on roughly
the same time scale but with a much smaller amplitudes are present. Their origin can
be explained as follows. The shocks that develop in the models with drift, at the time
the drift velocity suddenly starts to decrease, do not develop in the single fluid case.
Still, shocks with a different origin, e.g. as a result of the stellar pulsation, are definitely
present in the envelope, These shocks, too, give rise to rarefaction waves, which need
a cerfain amount of time to cross the subsonic region. Doing so, it influences the local
density and thus the grain nucleation and growth rates in the same way as it did for
the models with drift. In this case, the changing density does not influence the drift
velocity and the momentum transfer rate. Therefore, variations of the mass loss rate on
similar time scales as the drift-driven mass loss modulations can oceur in the absence
of drift. The amplitude of these variations is limited, though. Maybe this also explains
the variability in the mass loss rate in the calculations by Winters et al. (2000).
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Figure 4.13: Schematic representation of the variability behaviour of circumstellar envelopes
with various density scale heights: a (full line)=very high scale height, b (dotted line)=high scale

height, c (dashed line)=low scale height and d (dashed-dotted line) = lowest scale height. For
details, see Section 4.3.2.

Summarizing: we have provided an explanation for the differences in the variability
behaviour between ‘late’ AGB objects (high L., low T, and M,) and the ‘early’ (low
L., high T, and M..). The eritical quantity is the density scale height in the subsonic
region. If this is large, the density gradient is small so that dust forms efficiently and
the momentum due to radiation pressure is easily transferred to the gas. Therefore, the
drift velocity remains small and the mass loss rate stays high. The smaller the density
scale height, the steeper the density gradient. A steeper density gradient involves
less massive dust formation, hence a lower driving force for the wind. Therefore, the
subsonic region extends to larger radii, which in turn brings about a larger time scale
for the mass loss modulations. The amplitude of the modulations is large because the
momentum transfer does not become effective until the drift velocities are high, and
the mass loss rate is low.

4.3.3 IMPLICATIONS FOR THE MASS LOSS HISTORY OF AN AGRB STAR

By using the terms ‘early’ and ‘late’ AGB stars for the objects with and without con-
siderable drift-driven mass loss variability, we have suggested that mass loss variability
is a phase in the evolution on the AGB. In the current section we advance several
observations that support this suggestion. First, however, we elaborate a bit more on
this phase.

The number of calculations that we have carried out is not sufficient to determine in
detail the mass loss behaviour from the early AGB phase until its end. What we have
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seen, though, are indications that there exists a frend: the higher the density scale
height at the bottom of the envelope, the more stationary the outflow 5. The decrease
of the temperature and mass, and the increase of the luminosity and consequently
the density scale height of stars during their AGB evolution are well established facts.
Therefore, we infer that an AGB star starts its dust driven mass loss history with a
modulated wind and a low mass loss rate. The variability period and the amplitude
of the mass loss rate decrease m the course of time, so that the wind becomes rather
stationary as its mass loss rate increases, The sudden increase of the temperature that
peeurs atb the time the star is leaving the AGB involves a drop of the density scale
height. This may lead to another brief period of modulated mass loss, or even to an
outflow in which insufficient momentum is transferred to the gas, so that only the
graing escape.

To illustrate the long ferm variations in the mass loss variability, we have constructed
Fig. 4.14. In it, we have plotted, for six objects with different main-sequence mags (but
all with solar metalicity), the density scale height as a function of time. To do so,
we made use of the evolutionary tracks provided by Vassiliadis and Wood (1993) once
more. As expected, we see that the density scale height globally increases as a function
of time. Note that this is not a monotonic function of time: on shorter time scales,
H(R.) rapidly goes down after each thermal pulse. The horizontal lines in Fig. 4.14
mark the various stability regimes. The calculations in which the mass loss rate was
fairly stationary, have a scale height between the dashed lines in the figure. The dotted
lines mark envelopes with scale heights for which an outflow with drift driven variability
was found. Envelopes with a scale height between the full lines have a very weak wind,
or maybe a pure dust wind.

Fram the stability regimes, we now indeed see that during its evolution, the mass
loss of an AGB star becomes gradually more and more stationary. The impact of a
thermal pulse on the envelope is strong enough to temporarily alter the character of
the outflow: a smooth outfow may turn into a variable wind for a while, immediately
after a thermal pulse has gone off. When, and how long, the AGB star has a wind with
drift driven variability depends on the mass of the star on the main sequence.

We want to stress that we do not intend to claim that we have, with our model
calculations, fixed the variability strip for drift driven variability on the AGB. With
Fig. 4.14 we just want to indicate that it can exist. In order to actually define such
a regime, we should have, in the first place, carried out many more caleulations, with
a much wider variation in the stellar parameters. Second, we should have used evolu-
tionary tracks which are consistent with our calculations. This 18 not the case for the
tracks provided by Vassiliadis & Wood (1993). The mass loss rates following from our
calculations are not in agreement with the mass loss laws they have applied to caleulate
the AGD evolution. The only solution to this is to perform self consistent calculations
which cover the eomplete evolution on the AGB.

Furthermore, note that the densily scale height is only nseful as a very global indica-
tor for the variability behaviour. It does not depend on the chemical composition of the
envelope and it is not influenced by the stellar pulsations, which in reality is definitely
the case. The fact that H([.) cannot be an excellent indicator for the stability type is
also obvious from Fig. 4.14, in which the variability regimes overlap. Finally, we should
even refrain from using the ferm ‘variability regime’, since we have demonstrated in
the previous section that there exists a continuous spectrum of variability types.
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Ficure 4.14: The 'variability strip' for AGB stars, in terms of the density scale height at the
bottom of the circumstellar envelope. The region between the dashed lines marks values of the
density scale height for which a ‘stationary’ or ‘smooth’ wind was found. For density scale heights
between the dotted lines, outflows characterized by drift-driven mass loss variability were found,
Full lines limit the scale heights of model calculaticns which ended as ‘non-winds'. The curves
represent the evolution of the density scale height as a function of time for a certain initial (main-
sequence) mass according to the Vassiliadis & Wood (1993) evolutionary tracks.

One could infer from the results presented here that the lower limit of the variability
strip gives the lowest possible value of the mass loss rate. With Figs. 4.2-4.6, this
would lead to the conclusion that the lower mass loss limit for AGB winds is roughly
107 Mg y~'. This is not the case, lower mass loss rates have been observed on the
AGB. This is not in contradiction with our results, for two reasons. Firstly because, as
was mentioned above, we do not claim that we have, with our calculations, fixed the
location of the instability strip. E.g. a change in the adopted optical properties of the
grains might shift the variability regime to higher of lower mass loss rates. Note that
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we have carried out our calculations in carbon rich envelopes, There is no reason to
assume that mass loss variability does not take place in the outflows that originate in
oxygen rich circumstellar environments. But it is not possible to predict which mass
loss rates should be associated with a quasi-periodical outflow in that case.

In the second place, our caleulations relate to dust driven winds only. It is very
likely that, on the very early AGB, pulsations are driving an outflow with a very low
mass loss rate. Although not driven by radiation pressure on grains, these winds may
even be dusty.

Although care should be taken when interpreting our results, various observational
results support the idea that modulated mass loss is indeed a phase on the AGB.

First, there is the fact that in all cases in which shell structure was observed around
post-AGB objects or PNe, the shells were the outermost part of the nebula. Hence,
the modulated outflow must have taken place before the smooth and dense final wind
phase started.

The silicates of which the dust around oxygen rich AGB stars consists come in two
different forms: crystalline and amorphous. With the Short Wavelength Spectrometer,
on board of the 1SO satellite, it became possible to study the mineralogy of AGB stars.
One of the results revealed by the SWS spectra was the fact that crystalline silicates are
predominantly present around objects with a high mass loss rate, and that amorphous
silicate dust is found near objects where it is low (Waters & Molster, 1999). There are
various explanations for these observations. Tielens et al. (1998); cf. Waters & Molster
(1999), suggest that for low mass loss rates Fe adsorbs on Mg-rich crystalline silicates,
which thereby change into Fe-rich amorphous silicates. Kemper et al. (2001) show
that, due to a temperature difference between amorphous and crystalline silicates, the
circumstellar envelope can contain up to 40% of erystalline silicates, before its presence
starts to show up in the spectra. The calculations presented in this chapter support
two other explanations for the absence of crystals in low mass loss rate outflows.

The first explanation is based on the fact that amorphous grains are better absorbers
than crystalline grains. The better the absarptivity of a grain, the more effectively
it is accelerated. Hence, the role of the absorptivity due to the lattice structure is
comparable to the role of the grain size discussed in Sect. 4.3.2. We have seen that
in high mass loss rate outflows, the scale height is relatively high. This allows the
formation of grains rather close to the star, and hence at rather high temperatures.
High temperature condensates are more likely to have a crystalline structure than low
temperature condensates. This is because it takes a certain amount of energy for the
atoms to arrange themselves in the ordered lattice structure. Our caleulations show
that when the mass loss rate is high, the drift velocity of the grains is relatively low.
This is beneficial for the crystallization of the grains, since it causes them to stay long
enough in the high temperature regions to order their lattices. The fact that crystals
have a rather poor absorptivity and hence are not very efficiently accelerated facilitates
further erystallization. Due to grain-grain collisions, the crystalline dust could become
amorphous again, but in the outflows with high mass loss rates this is not very likely,
as we will show below.

Grains that form in the envelope of an object with a low mass loss rate tend to
have a high drift velocity, see Chapter 3. These grains have an amorphous structure
at formation, because they form relatively far away from the star and hence they are
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low temperature condensates. It is very well possible that the cutflow in this case
is driven by stellar pulsation, and not by radiation pressure on pgrains, because they
are not yet present in the subsonic regions. Because of their high drift velocity, the
grains move away from the star very fast. Therefore, their residence time in the highest
temperature regions close to the stellar surface i1s short. This means that there is no
chance that they can crystallize. This could have happened if they had stayed closer
to the star a bit longer: crystallization can take place if amorphous grains are heated
and cool down slowly.

We have seen that when the mass loss rate is low, it is very likely to be modulated
as well. For these conditions, the average drift velocity is large and so is the variation
in the drift. This means that grain—grain collisions will take place. In these collisions
any crystalline dust present could be turned into amorphous dust as the grain partly
melts due to the collision (Sylvester et al., 1999).

In order to destroy dust in grain-grain collisions, the probability for a grain to
encounter another grain on an outward directed ray has to be one or bigger. This
probability, as a function of the radial position of the grain, and based on the current
density and average grain size profiles is given by

Palr) = /wﬁ na(r')w (aq(r')?) dr' = /-m ao ks (7 )dr' (4.4)

In the second part we used the second moment of the grain size distribution, and oy
is the hypothetical surface of a monomer. see Section 2.2.2. Note that in practice we
cannot integrate out to infinity but only cut to the end of cur computational grid,
which is located at 50 R,. Therefore, the collision-probability of grains near the outer
boundary is found to be considerably lower than for grains at smaller radii. Moreover,
even for a grain located at the innermost grid point, the calculated probability is only
the probability that a collision takes place within 50 R,. The probability is plotted in
the third column of Figs. 4.7-4.12. We see that it is not very likely that the grains in the
outflows with the lowest mass loss rates (non-winds, Figs. 4.7-4.8) collide with ather
grain on their way out. This is a consequence of the low number density of grains,
under these circumstances. Hence., we can conclude that grain destruction through
collisions between grains probably does not occur within the first 50 R, from the star.

In the envelopes with quasi-stationary outflow and a high mass loss rate (Figs. 4.11-
4.12), the probability for grain-grain collisions is high but the drift velocity is low and
rather constant. This implies that the collisions take place but are rather harmless and
amorphization is not likely.

This is different for the winds with mass loss modulations and an intermediate mass
loss rate, Figs. 4.9-4.10. There, the drift velocity is high cnough to ensure collisions
at tens of kilometers per second, In these cases, the amount of collisions that a grain
undergoes on its way out following from Eq. (4.4) is lower limit to the true amount.
This is because the modulation alternatingly produces fast shells of low density and
slow shells of high density. Hence, grain-grain collisions in winds with modulated mass
loss may lead to the amorphization of the dust that became crystalline at formation.

Consequently, it seems that during most of its lifetirme on the AGB, a star produces
amorphous grains in its envelope. Crystalline dust only forms and survives during the
final stages of the AGB, when the mass loss rate is high and the drift velocity is low.
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Marengo et al. (2001) presented the first indications for recent mass loss variability on
a time scale of the arder of 100 years in the circumstellar envelopes of AGB objects.
The variability is inferred from the absence of hot dust and occurs for two thirds of
the non-Mira stars and for one third of the Miras in their sample. This difference is
interesting, and could not be explained by the authors, Our models now do allow an
explanation for the fact that variability occurs more often in the non-Mira stars (Semi-
Regular variables) since they are in an earlier phase of their AGB evolution than the
Miras. Hence, the Non-Miras are indeed more likely to have a variable wind than the
Miras.

Finally, there is the peculiarity in the abundance of several post-AGB (e.g. HR 4049,
HD 52961 (Waelkens et al., 1991) and HD 44179, the central star of the Red Rectangle
nebula} objects. Their atmospheres are metal-depleted. An explanation for this could
be that all metals are incorporated in grains that have escaped form the star, whereas
the depleted gas re-accreted (Venn & Lambert, 1990). This would fit nicely into the
evolutionary sequence for stability on the AGB that we have proposed in the previous
section. As a result of the sudden increase in the temperature, the density scale height
at the bottom of the envelope rapidly decreases at the very end of the AGB phase.
This enables once more a variable wind, or even a situation in which the gas is hardly
accelerated by the grains anymore. Far the actual re-accretion it is probably necessary
that the decoupling of gas and grains oceurs within an accretion disk (Waters et al,,
1992). All of the post-AGB stars that show the abundance peculiarity turn out to be
binaries and hence have disks (Van Winckel et al., 1995). Note that not all post-AGB
objects show the depletion pattern, hence it seems likely that indeed a binary-disk is
required for the depletion to take place.

A similar abundance pattern is found for the class of the A Bootis stars, these objects
have disks too (Venn & Lambert, 1990). For them, the firsts two-fluid hydrodynamics
calculations, performed with the code presented in this thesis in a slightly adapted
form for viscous disks, are hopeful: in a dilute gas with small grains the dust escapes
and the gas is accreted (Kamp & Simis, 2001).

4.3.4 THE UNNOTICED IMPORTANCE OF GRAIN DRIFT

In Chapter 3, we have made a plea for the incorporation of grain drift. With the model
calculations in the current chapter, we have even stronger arguments indicating the
importance of drift. It turns out that for some sets of stellar parameters (T, Ly, M. )
the justificetion of the negleet of grain drift is o direct consequence of the assumption
of negligible drift itself. In other words: when single fluid flow is imposed and when
the (hypothetical) equilibrium drift is calculated, its value is small compared to the
gas velocity. This seems to justify the neglect of drift. When, however, a calculation
is done for a model with the same stellar parameters but with drift, the drift velocity
may turn out to be not negligible at all. This can be explained as follows. In the case
of the single fluid calculation, the amount of momentum transfer from grains to gas
is always high, hence the mass loss rate and the density remain high. The higher the
density, the lower the drift velocity, as is obvious from Eq. (2.123).

This is illustrated in Figs. 4.15-4.17. There, we compare the time-averaged gas velocity,
drift velocity and gas density for calculations with and without drift. We use the
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FioURE 4.15: Left frames: time averaged gas velocity and drift velocity profiles for madel d (upper
row) and model t2 (lower row). Right frames: time averaged density profiles for model d and model
t2. Thefull lines represent the calculations with drift, and the dashed lines the calculations without
drift. The averaged profiles are calculated by averaging all the frames between the first and the
last frame shown in Fig. 4.7-4.8 for these models. Especially in the lower regions of the envelope,
where the actual wind driving takes place, the drift velocity is large in the models with drift, but
negligible in the models without drift, The density at these radii is higher for the models without
drift than for the models with drift,

calculations for which we have plotted a variability cyele in Figs. 4.7-4.12 and take
the time average over the sequences plotted there. From these figures it becomes
very clear that indeed the assumption of negligible grain drift seems to justify itself.
Especially for the ‘non-winds’ in models d and 2 and the winds with drift-driven mass
loss modulation, / and {7, the (hypothetical) equilibrium drift velocity in the single
fluid calculation is much lower than the drift velocity in the ealeulation with drift.
This would justify the neglect of the drift. It is important to realize, however, that in
the case of single fluid calculations, the dust always transfers the maximum amount of
momentum to the gas. Hence, the density in the subsonic regions is relatively high.
This is visible in the figures as well: in the subsonic region, i.e. for small radii, the
density is higher if drift is not taken into account than if drift is assumed to be present.
So, establishing that the neglect of grain drift is legitimate, because the (hypothetical)
equilibrium drift velocity in a single Aluid calculation is small is not a fair judgement.
Assuming drift to be unimportant is only justified if the drift velocity remains small
in a caleulation in which it is taken into account. This is the case for e.g. the models
e and 1, as is apparent form Fig. 4.17.
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FicukE 4.16: Left frames: time averaged gas velocity and drift velocity profiles for model | (upper
row) and model t7 (lower row). Right frames: time averaged density profiles for model | and model
t7. The full lines represent the calculations with drift, and the dashed lines the calculations without
drift. The averaged profiles are calculated by zveraging all the frames between the first and the
last frame shown in Fig. 4.8-4.10 for these models. Especially in the lower regions of the envelope,
where the actual wind driving takes place, the drift velocity is large in the maodels with drift, but
negligible in the models without drift. The density at these radii is higher for the models without
drift than for the models with drift.

4.4 DISCUSSION AND CONCLUSIONS

In the present and previous chapters, we have demonstrated the existence of disjunct
phases in the variability cycle of dust driven AGB winds. High mass loss rates occur
when the drift velocity is low and the and density is high. On the other hand, the mass
loss rate is low if the drift velocity is large and the density is low. Both phases are
not stable. This is due to the fact that smaller grains are more efficiently accelerated
by the radiation pressure than the big ones. Small grains therefore stay relatively
briefly in the region in which grain growth is most efficient. Larger grains are less
efficiently accelerated and therefore have the opportunity to become even larger. The
drift velocity of the grains in the small phase cannot increase without limit. The
drag force is proportional to the square of the drift velocity and will therefore become
relevant quite abruptly. Assoon as this happens the average grain size starts to increase
and the high mass loss phase is reached. The value of the drift velocity for which the
process of smaller and faster grains is interrupted, the maximum possible drift velocity,
depends on the stellar parameters. The more luminous, the cooler and the lighter the
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FIGURE 4.17: Left frames: time averaged gas velocity and drift velocity profiles for model e (upper
row) and model i (lower row). Right frames: time averaged density profiles for model e and model
i. The full lines represent the calculations with drift, and the dashed lines the calculations without
drift. The averaged profiles are calculated by averaging all the frames between the first and the
last frame shown in Fig. 4.11-4.12 for these models. For both models, the drift velocity is small
compared to the gas velocity, also for the calculations in which drift is fully taken into account.
This means that for the stellar parameters underlying these calculations, the neglect of drift would
not have been a great omission.

star, the lower the maximum drift velocity and the smaller the variability amplitude
and period. The sudden increase of the drag force is not only responsible for the end
of the phase of low mass loss and high drift, it also leads to the transition back to
this phase, after the mass loss has been high and the drift has been low. The sudden
increase of the drag force drives a shock wave and a rarefaction wave. The latter needs
some time to cross the subsonic region. Doing so, it gradually causes a decrease of the
density there and hence inhibits further growth of the dust grains.

Since the variability behaviour depends on parameters such as the stellar mass.
temperature and luminosity, it changes while the star moves up the AGB. Initially;
the mass loss rate is low, thereafter the mass loss rate is variable on time scales of the
order of a few hundred years. As the time scale and the amplitude of the mass loss
modulations decrease, the mass loss rate increases. Observations seem to confirm this.

We mentioned the fact that the maximum drift velocity depends, through the density
scale height, on the stellar parameters. There are other processes limiting the drift
velocity as well. When the drift velocity is large, and highly variable, grain—grain
collisions take place and can destroy grains. We did not take this into account in
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our caleulations. The large values for the drift velocities that we find in some of our
calculations could therefore be unrealistic. Very little is known aboit the speed grains
in dust driven winds can reach, however. Hoyle & Wickramasinghe (1962) report that
grains with a size of 1077 e¢m can reach velocities up to 1000 km sec™ . Observations
do not provide much information about drift or dust velocities. This is because of the
limited resolution (e.g. ISO could resolve 150 km sec™!) and also because the exact
chemical composition of the grains is most often unknown.

Another aspect of our hydrodynamics code that allows for improvement is the inner
boundary. Although perfectly suitable for wind solutions, the current implementation
of the inner boundary cannot deal with accreting gas. Modification is necessary in
order to find out what happens if the momentum transfer rate is really low, when
grains drift at high speed through the low density environment. Does the dust really
escape, leaving behind the depleted gas? And if so, does this phase of completely
decoupled flow last long enough to explain the low abundance of metals observed in
post-AGB objects such as HR 4049, HD 52961 and the central star of the Red Rectangle
nebula, HD 44179 (Mathis & Lamers, 1992; Waters et al., 1992; Van Winckel et al.,
1995; Waelkens et al., 1996)7

We have, in this chapter, drawn conclusions about the long term evolution of stars on
the AGB. We did this on the basis of calculations that did not even cover a complete
thermal pulse cyele, in combination with previous knowledge about the long term
evolution of the stellar mass, temperature and luminosity. One of our conclusions was
that the AGB wind can be variable, with a low average mass loss rate, for a siguificant
period of time. This, of course, will influence its evolution. In order to make more
accurate models of the evolution on the AGB, it is therefore necessary to perform
calculations that cover at least a number of thermal pulse cycles.
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NEDERLANDSE SAMENVATTING

Sterrenkundigen zijn soms echte hokjesdenkers. Ze sorteren sterren en sterrenstelsels
op kleur, vorm, grootte en leeftijd en debatteren eindeloos om elkaar te overtuigen
welke sorteermethode de beste is. De kleuterschool is dan ook een niet onbelangrijle
deel van de opleiding van een sterrenkundige. Veel meer dan dat is als het goed is ook
niet nodig om dit deel van dit proefschrift te begrijpen. Het is het verhaal van een
rode reus, die in een witte dwerg verandert omdat hij bellen blaast.

DE EEN Z’N DOOD. ..

Dit. proefschrift gaat over sterren. Om sterren in hokjes te plaatsen lijkt niet meer
nodig dan wat intuitie, want ze gedragen zich precies zoals je zou verwachten. De licht-
gewichten onder de sterren® leven hun leven heel rustig. Ze gebruiken weinig energie en
kunnen tientallen miljarden jaren oud worden om vervolgens heel onopvallend te ster-
ven. De zware jongens, die tien keer zo zwaar zijn als de zon (of nog veel zwaarder),
leven een ruig en bombastisch leven. Ze bezitten al het goud en het uranium en staan
erom bekend dat ze een enorme bende van hun omgeving maken. Ze worden slechts een
paar miljoen jaar oud, dus zelfs de aarde is al duizend keer ouder. Tenslotte sterven ze
een zéér gewelddadige dood, waar zelfs astronomen verlangend naar uitkijken.

Tussen deze uitersten bevindt zich de grote grijze (gele eigenlijk, in dit geval) mid-
denklasse, waartoe ook onze zon behoort. Deze doodgewone sterren hebben de neiging
om aan het einde van hun leven, als ze een jaartje of tien miljard oud zijn, wat in
omvarg toe te nemen. Dat hokjesdenkers het toch vaak bij het verkeerde eind blij-
ken te hebben bleek al uit het relaas van Rupsje Nooitgenoeg en Het Lelijke Eendje
(literatuur die een beetje kleuter er gelukkig in z’n vrije tijd bijleest). Ook voor de
uitdijende middenmoot-sterren moeten alle vooroordelen overboord worden geret: ze
worden alleen maar mooier, spannender en nuttiger naarmate ze ouder worden.

OVER RODE REUZEN EN WITTE DWERGEN

Sterren ontstaan als gaswolken die bestaan uit voornamelijk waterstof en ecn beetje
(10%) helium, samentrekken. De temperatuur in de samentrekkende paswolk zal stij-
gen, omdat de onderlinge afstand tussen de gasdecltjes in de krimpende wolk steeds
kleiner wordt. Het temperatuurverschil met de omgeving wordt hierdoor groter en de
wolk zal proberen dit proces tegen te gaan door ‘warmte’ uit te stralen. Dat helpt echter
absoluut niet: door dit energieverlies is de ster niet langer in staat z'n eigen gewicht te
dragen en zal hij zelfs verder moeten krimpen. Groot, zijn kost immers meer energie dan
klein zijn, probeer maar eens een paar minuten je armen gespreid op schouderhoogte
te houden. De wolk bevindt zich nu in een vicieuze cirkel: hij zal steeds kleiner en
heter worden. Als de temperatuur echt hoog wordt is de redding echter nabij: in het
centrum van de ster zullen kernfusiereakties gaan plaatsvinden, waarbij waterstof tot

*Toch nog altijd 10%® kilo zwaar en dus twintig duizend keer zwaarder dan de aarde, maar tien
keer lichter dan de zon.
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helium fuseert. Bij deze reakties komt energie vrij, zodat de wolk, die nu een ster is
geworden, niet langer hoeft te krimpen om fe compenseren voor z'n energieverlies door
straling. Omdat hij niet verder krimpt zal hij ook niet verder opwarmen en daardoor
niet harder gaan stralen, De stabiele levensfase die de ster nu doormaakt noemen we
de hoofdreeks-fase. Tijdens deze fase heeft de ster dus een onveranderlijke temperatuur
en lichtkracht (dat is de hoeveelheid straling die per seconde wordt uitgezonden). De
zon is zo'n hoofdreeksster, al zo’n vijf miljard jaar en zal dat nog eens vijf miljard jaar
blijven.

De kernfusiereakties in de kern zijn niet alleen essentieel voor de energievoorziening
van de ster. Toen het heelal nog heel jong was, en er nog geen sterren waren, beston-
den er slechts twee gassen: waterstof en helium, iets ogenschijnlijk zo doodgewoon als
zurstof was er nog niet. Gas bestaat uit minuscule deeltjes, atomen. We kennen tegen-
woardig meer dan honderd verschillende soorten atomen, maar in het jonge heelal be-
stonden dus alleen nog waterstofatomen en heliumatomen. Verschillende atoomsoorten
onderseheiden zich door hun massa. Waterstof is het lichtste atoom, en helium het op
één na lichtste. Zwaardere atoomsoorten ontstaan door hel samensmelten (fuseren)
van lichtere. Dit gebeurt eigenlijk alleen maar op grote schaal in sterkernen. Alle
atoomsoorten anders (lees: zwaarder) dan waterstof en helium (bijvoorbeeld zuurstof,
koolstof, stikstof, ijzer) zijn dus gevormd in sterren.

Na totaal 10 miljard jaar te hebben geleefd als hoofdreeksster komt er een einde
aan het rustige leven van de zon als hooldrecksster omdat alle waterstaf in de kern is
omgezet in helium. Wat verder naar buiten toe is nog wel waterstof aanwerzig, maar
de temperatuur daar is niet zo hoog dat hierin kernfusie-reakties kunnen plaatsvinden.
De bruikbare brandstof (waterstof in de kern) is dus op en de energievoorziening stopt.
De ster is echter nog wel erg heet, en verliest dus nog steeds energie in de vorm van
straling. Door dit energieverlies kan hij zich niet permitteren groot te blijven en zal
hij opnieuw moeten krimpen. De waterstoflaag rondom de heliumkern wordi, daardoor
naar het hete centrum van de ster toegetrokken. Hierdoor wordt de temperatuur in deze
laag zo hoog dat hij zal ontbranden. De energievoorziening is opnieuw veilig gesteld.
De buitenste lagen van de ster gaan uitzetten en de energie die vrijkomt in de schil
waar waterstofverbranding plaatsvindt wordt zeer efficiént naar buiten getransporteerd.
Hierdoor is de lichtkracht van de ster erg hoog, maar z'n temperatuur relatief laag. Net
als een gasvlam kleurt een ster blauwer naarmate hij heter is, en rood als hij relatief
koel is. Omdat de ster nu groot en rood is wordt hij een Rode Reus genoemd.

Omdat de verbranding in een schil om de heliumkern heen plaatsvindt, zal deze
zelf nog verder blijven samentrekken. De femperatuur loopt daar in korte tijd op tot
z0'n honderd miljoen graden. Bij die temperatuur zal helium explosief ontbranden en
worden zuurstof en koolstof gevormd. Na de ‘helium flits’ wordt de ster tijdelijk weer
wat kleiner en minder lichtkrachtig.

Maar ook de helium voorraad in het centrum van de ster raakt op den duur op
en de fusicreakties stoppen weer zodra de hele kern van de ster nit koolstof bestaat.
De geschiedenis herhaalt zich, want net als de eerste keer toen de ster tijdelijk zonder
brandstof zat zullen fusiereakties in een schil om de kern het weer overnemen. Ditmaal
zal daarbij helium fuseren. lets verder naar buiten, in de cerder gevormde schil, wordt
nog altijd waterstof in helium omgezet. Omdat opnieuw alleen de schillen aktief zijn
wordt de ster lichtkrachiger, koeler en groter, net zoals gebeurde toen hij voor de

NEDERLANDSE SAMENVATTING 109

L

FlG_UUR 1: De levenscyclus van een zon-achtige ster. 1. Een gaswolk trekt samen, wordt warmer
begint te stralen, krimpt verder, enzovoort, totdat de kern zo dicht is dat fusiereakties E:;egir-.nenr
2. De ster is gedurende 10 miljard jaar een hoofdreeksster, die in zijn kern waterstof (H) in heliun';
(He) omzet. 3. De rode-reuzenfase; de kern bestaat uit helium, in een schil er omheen wordt
wat‘erstof omgezet in helium. 4. Een AGB-ster heeft een kern van keolstof (C) en zuurstof (Q)
en in schillen om de kern reageert helium tot koolstof en zuurstof en waterstof tot helium. 5. De
AGB-ster blaast zijn schillen weg, de kern verandert in een witte dwergster en verlicht de gchil

(planeta.rre nevel). De weggeblazen materie komt in de interstellaire ruimte en wordt gebruikt voor
de vorming voor een nieuwe generatie sterren.

ecerste keer in de Rode-Reuzen-fase terecht kwam. Deze tweede reuzenfase wordt de
Asym.ptotiache Reuzenfase genoemd, kortweg AGB, naar het engelse Asymptotic Giant
Branch. Gedurende deze fase vindt ruwweg iedere tienduizend jaar een explogieve
verbrandingsfase plaats (thermische puls). ‘ |
Tegelijkertijd worden de buitenste lagen van de ster weggeblazen, dit heet de ster-
renwind. Hoe en waarom dat gebeurt is het werkelijke onderwerp van dit proefschrift
en komt iets verder in deze samenvatting aan bod. Dat de sterrenwind van deze renzen-
sterren eerder een orkaan is dan een zacht briesje blijkt uit het feit dat het massaverlies
20 groot kan worden dat de ster in tienduizend jaar de helfi van 2'n massa kwijtraakt.
Dat lijkt langzaam, maar in verhouding tot z’n leeftijd van tien miljard jaar is dat toch
echt een heel ‘Big Diet’. Ter vergelijking, als een mens in verhouding net zo snel zou
willen afvallen zou hij in een uur tijd de helft van z’n gewicht moeten kwijtraken.
Door de thermische pulsen tijdens de AGB-fase worden helium, lcoolst.of en zuurstof
door de buitenste lagen heen gemengd. Deze stoffen worden dus in de wind naar buiten
geblazen, samen met heel veel waterstof. Precies dat maakt de ogenschijnlijk saaie
sterren zoals de zon zo ontzettend nuttig! Tmmers, wijzelf bestaan voor een heel groot
deel uit water (dat een combinatie van waterstof en zuurstof is) en koolstof (spieren) en
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FicuuR 2: Planetaire nevels: vuurwerk na een onopvallend leven van zo'n tien miljard jaar.
Deze afbeeldingen, gemaakt met de Hubble ruimtetelescoop zijn nog veel mooier In kleur, zie
http://uww.stsci.edu/.

Jeven op een rotsachtige (silicium) planeet met een dampkring van stikstof en zuurstol.
Alle essentiéle bouwstenen voor ons leven zijn ooit geproduceerd in de kernen van
sterren. Vervolgens zijn ze door sterrenwinden de interstellaire ruimte in geblazen en
terecht gekomen in de gaswolk waaruit vervolgens ons zonnestelsel is gv.m‘l'm(.l‘ Deze
kringlou_p van materie voor het ontstaan en sterven van sterren is geschetst in hgz_éuur. s,
Maar, zoals gezegd helemaal aan het begin van dit verhaal: zonnen-op-leeftijd zijn [1‘|._et
alleen nuttig, maar ook erg mooi. Als de ster z'n hele schil heeft weggeblazen by]ft
alleen de kale kern over. Die kern is klein en heet, witheet zelfs, en words een Wiile
Dwerg genoemd. Het witte dwergsterretje zelf is niet van een betoverende schoonhoi(.l,
maar het is in staat de weggeblazen gasschil te verlichten. En dat kan er spectaculair
uitzien. Zulke verlichte gasschillen worden planetaire nevels genoemd. Dit omdat 7e,
toen ze voor het eerst werden waargenomern met kleine telescopen, er rond en groenig
uitzagen en dus aan een nevelachtige planeet deden denken. Met de enorme Felesmpen
van tegenwoordig zien we pas echt hoe mooi de planetaire nevels zijn. We zien nu ook
dat de oorspronkelijk bolvormige nevel in sommige gevallen vervormd is tot cen zeer
complexe struktuur van schillen en soms zelfs heel langgerekt is gewt?rde.n. Fignur 2
toont een paar planetaire nevels, maar eigenlijk komern ze in zwart-wit niet helemaal
tot hun recht. Op de kaft van dit proefschrift staan er nog twee (de onderste twee
figuren), maar hun weliswaar zeer fraaie kleuren pasten niet in hef Dntwe‘rp. .

Tenzij we tijdig een veilig heenkomen zoeken, bij voorkeur een eind_]e‘ burlcen .llet
zonnestelsel, zullen we niet meemaken dat de zon op bovenbeschreven wijze z'n tien-
miljardste verjaardagsfeestje viert. De aarde zal dan al opgeslokt ziju door de, uitdijende
zon. (Met reuzenster wordt dus inderdaad een reusachtige ster bedoeld.) Vourdat'dm
gebeurt is de zon echter al zo groot en nabij dat de oceanen verdampen en de kleibo-
demn van de Beemster en de Purmer als een schilfertje terracotta van het aardoppervlak
springt. Want de rode reus is voor een ster dan wel koel, naar aardse maatstaven is hij
met z’n 2500 graden nog altijd behoorlijk heet.

ZWARE JONGENS EN NOG MEER WITTE DWERGEN

Alvorens over te gaan naar wat er nu echt in dit proefschrift wordt beschreven gaan we
nog even terug naar de allerlichtste en de zeer zware sterren. Want doen die laatste nu
echt alleen maar kwaad? Hoe zwaarder een ster is, hoe hoger de temperatuur in de kern
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kan oplopen en hoe meer verschillende chemische elementen (atomen) er geproduceerd
worden. Alle sterren kunnen waterstof omzetten in helium. Zon-achtige sterren (tot
acht keer zo zwaar als de zon) kunnen die helium vervolgens weer omzetten in koolstol
en zuurstof. Nog zwaardere sterren hebben een kern waarin de temperatuur zo hoog
wordt dat daaruit vervolgens magnesinm, silicium en ijzer voortkomen. Dat zijn de echt
zware jongens, en een probleem hebben ze wel degelijk. Het produceren van atomen
zwaarder dan ijzer levert namelijk geen energic op, maar kost juist energie. Een ster
die zojuist z'n kern van silicium heeft omgezet in ijzer zal weer even zonder brandstof
zitten en dus gaan krimpen, net als hij deed toen z'n kern van helium was. Maar omdat
kernfusiereakties met eindprodukten zwaarder dan ijzer geen energie meer opleveren
is krimpen ook het enige wat hij nog kan doen om in z'n energiebehoefte te voorzien.
Met catastrofale gevolgen: de kern van de ster zal ineen storten en onmiddellijk uiteen
knallen. Dit heet een supernova explosie. Hierbij kan de kern van de ster veranderen
in een zwart gat, een opeenhoping van materie die klein is, maar toch zo zwaar dat
zelis het licht er niet aan kan ontsnappen. De buitenlagen van de ster spatten met grof
geweld uiteen. Daarbij wordt de interstellaire ruimte dus ‘vervuild’ met veel nuttig
materiaal, zoals zunrstof, koolstof enzovoort, maar nu dus ook magnesium, silicium en
ijzer en zells de echt zware metalen als uranium en plutonium die kunnen ontstaan
omdat er bij de explosie heel veel energie vrijkomt. De zware jongens zijn dus best
ergens goed voor. Dat ze bij hun gewelddadige dood naburige sterren een flinke dreun
kunnen uitdelen vergeven we ze dus maar. Voor hetzelfde geld raken ze immers een
wolk met gas, die daardoor ineenstort en een nicuwe ster wordt. . ..

De ware uitvreters onder de sterren blijken de lichtgewichten te zijn, zij die op
het eerste gezicht zo onschuldig en stil leken. Ze leven lang, maar dragen in die tijd
nauwelijks bij aan de verfraaiing en ontwikkeling van hun omgeving. Ze maken immers
geen koolstof, zuurstof enz. maar houden wel als een stelletje oude vrekken het waterstof
en helium gas, waarmee zwaardere sterren nuttig werk hadden kunnen verrichten, lang
bij zich. Uiteindelijk blazen ook zij hun buitenlagen weg, en wordt de kern een witte
dwerg.

NIET SAAI MAAR WEL STOFFIG

Terug naar de zon-achtige-middenklassers-op-leeftijd. In hun buitenlagen is de tempe-
ratuur zo laag (ongeveer tweeduizend graden) dat moleculen kunnen ontstaan uit de
koolstof-, stikstof- en silicium-atomen die in de kern geproduceerd zijn en die door de
thermische pulsen door de buitenlagen heen gemengd zijn. Hoe lager de temperatuur,
hoe groter de moleculen die kunnen ontstaan. De moleculen klonteren vervolgens samen
tot kleine deeltjes vaste stof. Deze deeltjes zijn ongeveer een micrometer groot en wor-
den door sterrenkundigen simpelweg stof genoemd. Zo kan uit kaolstof roet gevormd
worden en uit silicium glas. De vorming van dit stof is van groot belang voor de verdere
ontwikkeling van de ster. En voor ons, omdat wij van het stof dat daar gemaakt wordt
onze potloden en ramen maken.

De hoeveelheid stof die ontstaat is niet zo heel groot: slechts één procent van het
het gas rondom de ster condenscert tot vaste stof. De invloed van het stof op het
gas is echter enorm. Dat komt omdat het stof de straling (licht) van de ster heel
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Ficuur 3: Uitverkoop of stralingsdruk geeft aanleiding tot een kracht in de richting van de pijl.
Hardlopers of stofdeeltjes (zwarte bolletjes) zijn gevoelig voor die kracht en slepen clle‘rest van de
massa (witte bolletjes) mee. Daarbij is het goed mogelijk dat er een snelheidsverschil is tussen de
hardlopers (het stof} en het publiek (gas) dat ze meeslepen,

officiént kan absorberen. Een deel van de geabsorbeerde stralings-energie wordt door
het stofdecltje omgezet in hewegingsenergie. De straling oefent dus een kracht ui.{.,
op het stof, we noemen dat stralingsdruk. Stof dat bestraald wordf, zal daardﬁo.r bij
de lichtbron vandaan bewegen. Het resterende deel van de energie wordt opnieuw
uitgestraald. Omdat een deel van de energie al gebruikt was om te versnellen is het
opnieuw uitgestraalde licht roder (minder energierijk, koeler) dan hef licht dat doo.r de
ster werd uitgezonden, De aanwezigheid van de stoflaag om de ster zal er dus toe leiden
dat de ster nog roder wordt dan hij al was en infrarode straling gaat uitzenden. D'f.l.t
maakt het lastig dit soort sterren waar te nemen, want het menselijk oog is niet gevoelig
voor infrarood licht, bovendien laat de dampkring van de aarde weinig infrarode straling
door. Met speciale telescopen en vanuit de ruimte is het inmiddels wel mogelijk om
stervende zonnen te beldjken.

EEN FRISSE WIND

Stofdeelties die versneld worden doar de straling van de ster bewegen bij de ster van-
daan en botsen onderweg naar buiten op de aanwezige gasdeeltjes die ze daardoor
meesleuren. De gasdeeltjes zijn zelf nauwelijks gevoelig voor de straling en zouden in
afwezigheid van het; stof niet naar buiten bewegen. Zodra er gas wegstroomt van ‘de ater
spreken we daadwerkelijk van een sterrenwind. Het stof is dus verantwo.ordeh]k voor
de aandrijving van de sterrenwind®. De snelheden waarmee gas en stof naar buiten
bewegen zijn allebei ruwweg 20 kilometer per seconde.

Tot nu toe werd vaak aangenomen dat het stof en het meegesleurde gas precies
dezelfde snelheid hebben. Dat dat helemaal niet zo hoeft te zijn is eenvoudig in te
zien. Stel dat zich in een winkelcentrum 1000 mensen bevinden waarvan er 10 (1%)
graag nieuwe gympen willen kopen. Zodra er omgeroepen wordt (%at ‘de gympen op de
sportafdeling in de aanbieding zijn trekken deze 10 mensen een sprintje die kant op. De

3Gterrenwinden kunnen ook op andere manieren worden aangedreven dan door Istof. Onder andere
omstandigheden kan het gas wel gevoelig zijn veor de straling van de ster en direct versneld wor-
den. Ook kunnen bewegingen aan het steroppervlak (sterpnlsaties) ervoor zorgen dat het gas wordt
pelancesrd.

NEDERLANDSE SAMENVATTING 113

sportafdeling oefent duidelijk een kracht uit op deze mensen. De sportievelingen onder
de kooplustigen behoren dus net als het stof rondom de ster tot de 1% van de massa
die gevoelig is voor deze specifieke kracht. Door te gaan rennen, met een gnelheid van
zo'n 15 kilometer per uur, zijn botsingen met de rest van het publick onvermijdelijk.
Daardoor zullen enerzijds de hardlopers wat worden afgeremd, en anderzijds de overige
mensen een kleine snelheid in de richting van de sportafdeling krijgpen. We kunnen
daarbij aannemen dat iedereen uit het overige publiek ongeveer dezelfde snelheid krijgt.
Omdat er erg veel mensen rondlopen zal iedereen die met een hardloper in botsing is
gekomen, en daardoor een hogere snelheid heeft gekregen dan de rest van de menigte,
snel zell botsen met iemand anders. Op die manier wordt de snelheid die door de
hardopers wordt overgedragen aan aanvankelijk een paar mensen uit de menigte heel
suel gelijkmatig verdeeld over iedereen. Het snelheidsverschil tussen de hardlopers en
het overige publiek blijft echter bestaan en hangt af van een aantal factoren. Hoe meer
publiek er is, hoe moeilijker het voor de hardlopers wordt om snel te lopen. Ook de
grootte van de hardlopers is van belang, twintig rennende kinderen kunnen sueller door
de menigte lopen dan tien volwassenen, die samen net zo groot (en zwaar) zijn. Dat
komt omdat de kinderen kleiner zijn, en daarom minder vaak botsen.

De hardlopers en het wandelende publiek, of het stof en het gas, kunnen beschouwd
worden als twee ‘vloeistoffen’. Er is een sterke kracht (uitverkoop of stralingsdruk) die
er voor zorgh dat de ene vloeistof gaat stromen in de richting van de kracht. Doordat
de versnelde, stromende deeltjes van die vioeistof in botsing komen met de deeltjes van
de andere vloeistof (wandelend publiek of gas) gaat ook deze stromen in de richting
van de kracht. Met de aanname dat het gas en het stof uiteindelijk dezelfde snelheid
krijgen worden berekeningen aan dergelijke stromingen een stuk eenvoudiger, maar is
er wel het risico dat interessante effecten over het hoofd worden gezien.

BEREKENINGEN

Het onderzoek beschreven in dit. proefschrift draait om stromingsberekeningen (vioei-
stof-, of gasdynamica, hydrodynamica) voor het gas en het stof in de wind van AGB-
sterren.  We (onderzoek doe je niet alleen) hebben onderzocht wat de invleed van
het stof op de aandrijving van de wind is als niet wordt aangenomen dat gas en stof
voortdurend met dezelfde snelheid bewegen. In stromingsberekeningen wordt de ruimte
(in dit geval een schil om de ster heen) in kleine cellen opgedeeld en de tijd in stapjes.
Vervolgens wordt voor iedere tijdstap, in iedere cel berekend (zie figuur 4):
1. Hoeveel gas de cel in stroomt in de tijdstap (fur-in).
2. Hoeveel gas de cel uit stroomt (fluz-uit).
3. Hoeveel gas er bijkomt in de cel op andere manieren dan door instroming, bij-
voorbeeld door het verdampen van stof dat aanwezig was in de cel (positieve
‘bronnen’).

4. Hoeveel gas er verdwijnt op andere manieren dan door uitstroming, bijvoorbeeld
door condensatie van gas tot vaste stof (negatieve “bronnen’).
Hetzelfde wordt gedaan voor het stof. Op deze manier kan voor ieder tijdstip, op iedere
plaats worden bepaald hoeveel gas en stof aanwezig is. Op vergelijkbare manier wordt
bepaald hoe op leder tijdstip de snelheid van gas en stof is, Bij dat laatste houden we
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negatieve bron: gas verdwijnt
uit cel i door b.v. condensatie

positieve bron: gas ontstaat
in cel i door b.v. verdamping

- . ’-
» ’

‘ ]
- T

v

-1 T T i+

gas stroomt van cel i-1 gas stroomt cel i pit,
naar cel i naar cel i+1

FiGuun 4: Het principe van hydrodynamica berekeningen. Voor iedere cel, hier voor cel i, wordt
bepaald hoeveel er instroomt vanuit de stroomafwaarts gelegen buurcel (i — 1) en hoeveel er
uitstroomt naar de volgende cel (i -+ 1). Ook de toevoer en afvoer door de bronnen wordt in
rekening gebracht.

ook rekening met de botsingen tussen beide, waarin het stof snelheid overdraagt aan
het gas.

Tevens berekenen we voortdurend de chemische samenstelling van het gas (hoeveel
koolstof is er, en hoeveel waterstof, komt koalstof voarnamelijk voor in atomaire vorm,
of zijn er moleculen?). Daaruit berekenen we weer hoeveel gas er condenseert tot stof
of hoeveel stof er verdampt en weer gasvormig wordt., Daarnaast wordt de temperatuur
van gas en stof bepaald uit de intensiteit van de straling en de verdeling van de materie
(dichtheid) rondom de ster.

Al met al moet er heel wat berekend worden en het is onmogelijk dat uit het hoafd of
op papier te doen. Dit onderzoek bestond dan ook voor een groot deel uit het schri:i ven
van een computerprogramma dat al deze berekeningen uitvoert. Hef programma is zo
ontworpen dat, na het invoeren van de temperatuur, massa, lichtkracht en chemische
samenstelling van de ster (en eventueel de sterkte van de pulsaties aan het oppervlak),
alles vanzelf gaat. Dat betekent dat verder geen aannamen gemaakt dienen te wor-
den over bijvoorbeeld de grootte van het stof en de plaats waar het vormt en dat de
ontwikkeling van de wind dus heel natuurgetrouw nagebootst wordt.

BELLEN BLAZEN. ..

Toen het hydrodynamica programma klaar was? en we er de schil om de ster IRC
410216 (in het sterrenbeeld Leeuw) mee simuleerderen, zagen we tot onze stomme
verbazing dat de wind soms sterk was en dan weer awak. De tijdschaal van de V&rlatilfess
in de uitstroming was een paar honderd jaar. We zouden onmiddellijk op zoek zijn
gegaan naar de fout in ons programma als niet ongeveer tegelijkertijd waarnemingen

ABigenlijk is zo'n computer-programma nooit klaar, want hel is een model, en a]_s w?tenschap-
pers het over een model hebben bedoelen ze een versimpelde weergeve van de werkelijhheid. En een
versimpeling is per definitie niet volledig,
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Ficuur 5: Linker figuur: de schillen rond de ster IRC4+10216 zoals waargenomen door Mauron &

Huggins in 1999. Overige figuren: onze simulatie van deze schillen op drie verschillende tijdstippen
tijdens de AGB-fase.

van deze ster gedaan waren die een schilstruktuur om de ster lieten zien. Deze kan
ontstaan als er afwisselend veel en weinig gas bij de ster vandaan stroomt, dus als
de wind afwisselend dicht en ijl is. De schillen die de waarnemers zagen bleken zeer
veel pelijkenis te tonen met de schillen die geproduceerd worden door ongze variabele
wind, ze waren ongeveer net zo dik en ook de onderlinge afstand klopte (zie figuur 5).
Omdat bekend is dat de uitstroming met ecen snelheid van tien tot twintig kilometer
per seconde plaatsvindt, kan uit de afstand tussen de schillen worden afgeleid hoeveel
tijd er zit tussen de vorming van twee achtereenvolgende schillen. Deze was, net als in
onze model berekeningen een paar honderd jaar. Het leek er dus op dat een of andere
instabiliteit in de hydrodynamica de oorzaak was van de schillen. Maar meer dan dat
wisten we ook niet. We hadden in ons computermodel immers maar een paar gegevens
van de ster ingevoerd waarna de ontwikkeling van de wind zonder verder ingrijpen werd
berekend.

Toch blijkt hier het nut van computersimulaties. Het is immers moeilijk experi-
menteren met sterren. Tegen een ster zeggen: “Hé doe dat nog eens, ik snap nog
niet hoe het werkt.” is weinig zinvol, maar een computersimulatie start doe je gewoon
even opnieuw. Door goed te kijken hoe gas en stof bewogen en van samenstelling
veranderden kwamen we tot de volgende verklaring voor de wind-variaties.

Stel dat het gas een hoge dichtheid heeft, dan zijn er veel gasdeeltjes aanwezig en het
versnelde stof zal dus vaalk in botsing komen met gas. Het stof beweegt dan langzaam
door het gas en blijft relatief lang dichtbij de ster. Daar is de dichtheid van het gas
hoger dan verder naar buiten en is het gebied waar stofdeeltjes efficiént kunnen groeien
(door gas dat neerslaat op hun oppervlak). Een stof-decltje dat langzaam door de
groeizone beweegt zal dus groot (een paar micrometer) kunnen worden. De stofbevol-
king zal daarom bestaan uit relatief weinig, maar grote stofdeeltjes. De gezamenlijke
oppervlakte van dit stof is veel kleiner dan de oppervlakte van een gelijke stofmassa
die verdeeld is over heel veel kleine deeltjes. Precies zoals het schillen van een kilo
grote aardappelen veel minder werk is dan het schillen van een kilo kleintjes: minder
oppervlak per massaeenheid. Ons langzame stof dat de neiging heeft groot te worden
heeft dus bovendien een vrij klein totaal oppervlak, en zal daarom betrekkelijk weinig
straling van de ster onderscheppen en niet heel erg versneld worden. Dus: langzaam
stof wordt groter, en groot stof wordt langzamer. Het langzame stof zorgt echter wel
voor een heel efficiénte versnelling van het gas. dat in grote hoeveelheden bij de ster
vandaan stroomt.
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Het andere geval is ook mogelijk: kleine stofdeeltjes bewegen suel door het gas en
blijven klein, -want ze hebben niet genoeg tijd om fe groeien. Het stof bestaat dan
uit kleine deeltjes, die een groot oppervlak in verhouding tot hun gewicht hebben en
efficiént worden versneld maar minder vaak botsen met gas, omdat ze kleiner zijn. In
dit geval vinden relatief weining botsingen tussen stof en gas plaats en het gas wordt
minder hard meegesleurd door het stof. Omdat het stof maar 1% van de totale materie
was, is de wind op dit moment erg ijl. De kleine stofdeeltjes kunnen echter niet eeuwig
kleiner en sneller worden. Immers, hoe sneller ze gaan, hoe vaker en hoe krachtiger de
botsingen zullen zijn. Omdat de hoge snelheid de botsings-efficiéntie op twee manieren
beinvloedt, zal dit effect uiteindelijk sterker zijn. Alsof ze hun parachutes openen
sullen de stofdeeltjes onmiddellijk afremmen, heel efficiént het gas meeslepen en groter
worden. De overgang van snel en klein stof en een zwakle wind naar de fase van groot
en langzaam stof en een sterke wind is daarmee een feit,

Onopgemerkt wordt door die overgang ook al de volgende overgang (naar opnieuw
een ijle wind met snel en klein stof) ingezet. Omdat de stofdeeltjes plotseling heel veel
gas bij de ster vandaan slepen neemt de hoeveelheid gas in de laagste lagen van de schil
af. Een verdunningsgolf beweegt daardoor naar de ster toe. Wanneer de verdunning
van het gas door de stofvermingszone trekt worden de condities voor stofgroei daar
ongunstiger. De hoeveelheid gas die kan condenseren neemt immers af. Fen nieuwe
generatie stof zal daarom weer it kleine deeltjes bestaan, die snel door het gas bewegen,
enzovoort. Op deze manier wisselen periodes van dichte en ijle wind elkaar af. Dit
gebeurt overal rondom de ster, en dus zien we schillen of bellen met veel gas en en met
weinig gas.

Hiermee is de cirkel rond. De tijdschaal waarop de windvariaties plaatsvinden wordt
blijkbaar bepaald door de tijd die de verdunningsgolf nodig heelt om het stofvormings-
gebied te doorkruisen. Essentieel voor het optreden van windvariaties is het feit dat het
stof groter of kleiner kan worden, afhankelijk van de omgeving waarin het zich bevindt
en de mogelijkheid dat het stof een andere snelheid heeft dan het gas, Ons programima,
was het eerste model waarin deze aspecten gecombineerd zijn, daarom waren voorheen
geen windvariaties gevonden in modellen.

...DOE JE ALLEEN ALS JE JONG BENT

Hoewel om steeds meer planetaire nevels schillen worden gevonden, zijn er ook waar ze
zeker niet zijn waargenomen. Blijkbaar treden modulaties dus lang nief altijd op en is
de wind vaak ook ‘glad’. Ock is het opvallend dat de schillen altijd aan de buitenkant
van de planetaire nevel zitlen.

Wij hebben onderzocht voor welke AGB-sterren er modulaties in het massaverlies
optreden, en voor welke niet. Daartoe hebben we berekeningen gedaan voor sterren
met verschillende massa, temperatuur en lichtkracht.

Eerder is al aan bod gekomen dat sterren in de AGB-fase steeds koeler en licht-
krachtiger worden. Daarnaast neemt hun massa af, omdat ze door hun wind materie
verliezen. Uit onze modelberekeningen volgt dat de koelste, lichtste en lichtkrachtigste
en dus de oudste reuzen relatief weinig variaties in hun wind kennen. Hun massaverlies
is constant hoog. Bij de iets jongere reuzen treden de modulaties in de wind wel op.
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Hun gemiddelde massaverlies is ldger. In de allerjongste reuzen, dic nog relatief heet,
zwaar en weinig lichtkrachtig zijn blijkt het stof nauwelijks in staat het gas mee te
slepern. '

Deze resultaten komen overeen met wat er is waargenomen. Uit het feit dat de
schillen steeds aan de buitenkant van de nevel gevonden worden valt af te leiden dat

een ster op ‘jonge’ leeftijd een wind met modulaties heeft en pas daarna een gladde
wind ontwikkelr.

EN VERDER?

Hoe het de reuzenster vergaat nadat hij bellen heeft geblazen in z'n schil is bekend. Hij
wordt cen witte dwerg met een planetaire nevel eromheen. De restanten daarvan wor-
den kenrig gerecycled in de interstellaire ruimte, en wellicht ocit opnieuw samengeperst
tot een ster uit een volgende generatie.

Dat voor de astronomen hiermee de kous af is, is een illusie. Al het hierboven
beschreven onderzoek is slechts een model, waaraan nog jarenlang details toegevoegd
kunnen worden om het nog realistischer te maken. De huidige versie van het pro-
gramma kan bijvoorbeeld slechts de ontwikkeling van bolvormige strukturen om AGB-
sterren berekenen. Als de AGB-ster z'n schillen uitblaast vormt dat geen beperking,
want waarnemingen tonen aan dat die schillen inderdaad holvorming zijn. Maar de
planetaire nevel, die bestaat uit het gas dat tijdens de laatste, gladde en zeer dichte
windfase is uitgeblazen, is meestal niet bolvormig, zie figuur 2. Het is de bedoeling het
programma hieraan aan te passen. Ken andere beperking van het huidige programma is
dat het slechts cen heel klein deel van de AGB-fase modelleert. Door steeds de massa,
temperatuur en lichtkracht aan te passen kunnen we nu wel een bectje nagaan hoe de:.
ster zich op de lange termijn ontwikkelt, maar eigenlijk zouden we liever veel langere
berekeningen doen, waarbij dit tussentijds ingrijpen niet meer nodig is.
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CURRICULUM VITAE

Ik ben geboren op 31 augustus 1972, in Purmerend. Daar heb ik de eerste 19 jaar
van mijn leven gewoond en doorliep ik aan het Ignatius College het atheneum. Na
mijn eindexamen, in 1990, begon ik met de studie wiskunde aan de Universibeit van
Amsterdam. Een jaar later schreef ik me ook in voor natuurkunde. De propedeuses
haalde ik in respectievelijk 1991 en 1992,

Na twee jaar gecombineerde studie besloot ik me voorlopig te richten op de theo-
retische natuurkunde. Het doctoraaldiploma behaalde ik in 1996. Met de keuze voor
mijn afstndeeronderzoek zette ik een tweede ommezwaai in gang, ditmaal richting ster-
renkunde: onder leiding van dr. Leo van den Horn bestudeerde ik eriteria voor het
optreden van convectie in supernovae.

Sinds 1996 heb ik onder supervisie van prof. dr. Vincent Icke aan de Sterrewacht
Leiden gewerkt aan de totstandkoming van dit proefschrift, aanvankelijk als beurs-
promovendus en later als assistent-in-opleiding (AIO). Daarnaast was ik enige tijd
verantwoordelijk voor het onderhouden van de ‘preprint bibliotheek’, ben ik lid geweest
van de sociale commissie en heb ik als begeleider deelgenomen aan een zomerschool voor
scholieren. Ook ben ik assistent geweest bij het interacademiaal college sterrenkunde
en het eerstejaars college inleiding astrofysica, beide gedoceerd door prof. dr. Vincent
Icke.

Tijdens mijn promoticonderzoek heb ik deelgenomen aan zomer-, herfst-, en winter-
scholen in respectievelijk Brussel en Oslo, Dwingeloo en Les Diablerets (Zwitserland),
Daarnaast heb ik symposia, conferenties en bijeenkomsten bezocht in Noordwijker-
hout, Groningen, Garching (Duitsland), Montpellier (Frankrijk), Wenen, Cambridge
(Verenigde Staten), Amsterdam en Torun (Polen). Ik ben de Leidse Sterrewacht, het
Leids Kerkhoven Bosscha Fonds en NWO dankbaar voor de financigle ondersteuning
voor deze reizen.

Als theoreticus heb ik het genoegen gehad een keer deel te nemen aan waarnemingen,
Het betrof observaties van actief stervormende (‘starburst’) sterrenstelsels met de JKT
(La Palma), als assistent van dr. Matt Lehnert.

Na mijn promotie zal ik mijn werkzaamheden voortzetten als post-doc aan het As-
trophysikalisches Institut Potsdam (Duitsland), waar ik zal werken in de groep van
prof. dr. Detlef Schénberner.
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NAWOORD

Het is helaas niet mogelijk op deze plaats iedereen die op de één of andere manier heeft
bijgedragen aan de totstandkoming van dit proefschrift te noemen. Ik vertrouw erop
dat zij die hun naam hier niet zien staan weten waar 7ij bedoeld worden.

Het beoefenen van de wetenschap is een kunst., Ik bewonder de kunstenaars die
miju voorbeelden zijn en prijs mezelf gelukkig dat ik met ze heb kunnen samenwerken.
Dat heb ik ruim vijf jaar en met heel veel plezier gedaan op de Sterrewacht Leiden.
Veel meer sterrewachters dan ik hier kan noemen, van toen tot ni, hebben daaraan
bijgedragen. Kees, het was een genoegen kamer 569 met je te delen, de overlap van
onze werktijden was perfect: genoeg tijd om over van alles en nog wat te overleggen
en voor heiden de ruimte om rustig te werken. Inga, door jouw komst werd onze
kamer een gezellig oerwoud. Het enthousiasme waarmee je met mijn code aan de slag
ging heeft me erg geholpen en m’n Duits is met sprongen vooruit gegaan. Garrelt,
ook jouw (terug)komst naar de Sterrewacht en, ook daarvoor al, je betrokkenheid bij
mijn werk, hebben me goed gedaan. Waardevol commentaar op stukken van de tekst
kreeg ik van Marijke en Maria-Rosa. Van enig plezier in het werk op de Sterrewacht
was geen sprake geweest zonder de perfecte ondersteuning van de systeemgroep en
het secretariaat: Aart, David, Erik, Tycho, Janet, Jeanne, Kirsten, Marja en Yoke
verdienen het daarvoor genoemd te worden.

Zware lichamelijke inspanning is de beste afleiding die er is. Alle sportievelingen
van US, de meiden van Primavera en die van de zondaggroep en alle anderen: het was
lenk samen met jullic te trainen op de schaats, de fiets, in het bos, en in bergachtige
oorden. Gerbrand, fiju dat je m’n Nederlandse samenvatting hebt gelezen.

Geen aio, post-doc of gewoon-reizende te ver of de BBX-mail weet hem te bereiken.
Zonder de mailtjes en de daaruit voortvloeiende wandelweckeindes, spellen in het park,
theater- en cafébezoeken was het lang zo leuk niet geweest. En zonder de uitwisseling
van IXTEXtips en stylefiles was dit proefschrift nu nog niet afgeweest. Frank, ik ben je
zeer erkentelijk voor je betrokkenheid, de discussies en figuur 1.2. Coern, ik blij dat er
nog meer mensen zijn die graag een uur nadenken over de juiste formulering van twee
regels tekst,

Brenda, Lieseth, Sonja en Carola. Met jullie heb ik ook de nodige pagina's geschreven.
Het is nog altijd leuk ze terug te lezen. Tk hoop dat we elkaar nog lang blijven zien!

Ik ben trots op mijn enorm veelzijdige (schoon)familie, en dankbaar voor hun be-
trokkenheid. Zo'n divers nest is bovendien enorm handig. Want wat kan cen promoven-
dus in haar laatste maanden zich nu nog meer wensen dan een vader en een broer met
0og voor vormgeving en een enorme collectie grafische software; een zus voor onder meer
stijl- en spellingsproblemen: en een moeder en nog een zus om examen-stresservaringen
mee uit te wisselen? Lieve Jos en Wil, Annegien en Martin, Stefan, Leontien en Olaf,
ik doc jullie te kort door te zeggen dat jullie aanwezigheid ‘“wel handig’ is; want het
is heel veel meer dan dat. Lieve Ruud, de laatste woorden zijn voor jou. Jij was er
steeds wanneer ik je nodig had en zéker wanneer ik weer eens dacht het allemasal zelf
te kunnen.



